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EXISTENCE AND MULTIPLICITY

OF POSITIVE SOLUTIONS FOR A THIRD-ORDER

TWO-POINT BOUNDARY VALUE PROBLEM

Sergey Smirnov

University of Latvia, Riga, LATVIA

ABSTRACT. We study the existence and multiplicity of positive solutions for a
third-order two-point boundary value problem by applying Krasnosel’skii’s fixed
point theorem. To illustrate the applicability of the obtained results, we consider
some examples.

1. Introduction

We study a two-point boundary value problem consisting of the nonlinear
third-order differential equation

x′′′ = a(t)f(x), 0 < t < 1, (1)

and the boundary conditions

x(0) = 0, x(1) = 0, x′(1) = 0. (2)

We assume throughout that f : [0,∞) → [0,∞) is continuous, a : [0, 1] → [0,∞)
is continuous and does not vanish identically on any subinterval of [0, 1].

The purpose of the paper is to give results on the existence and multiplicity
of positive solutions to (1), (2) by applying Krasnosel’skii’s fixed point theorem.
By a positive solution of (1), (2) we understand C3[0, 1] function which is positive
on 0 < t < 1 and satisfies differential equation (1) for 0 < t < 1 and boundary
conditions (2). However, note that if f(0) = 0, then boundary value problem
(1), (2) always has the trivial solution. Since f(x) is not defined for x < 0,
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every solution of (1), (2) is nonnegative. We will show in the sequel that every
nonnegative nontrivial solution of (1), (2) is positive.

In fact, our main results state that for each given positive integer n, we can
indicate f so that problem (1), (2) has at least n positive solutions. To ob-
tain these results, we first rewrite problem (1), (2) as an equivalent integral
equation by constructing the corresponding Green’s function. Then, we apply
Krasnosel’skii’s fixed point theorem in a cone [11,16].

Much research has been done on two-point boundary value problems for
third-order differential equations in the last decades. As recent contributions,
we cite the papers of Cabada and Dimitrov [4], Gritsans and Sadyrbaev [10],
Kelevedjiev and Todorov [15]. Krasnosel’skii’s fixed point theorem in a cone has
been widely used to study the existence and multiplicity of positive solutions
of second and higher-order boundary value problems. One of the early works
on the subject was a paper by Guo and Lakshmikantham [12]. Further research
in this direction was carried out by Erbe and Wang [5], Henderson and Thomp-
son [13], Anderson and Davis [2], Baxley and Haywood [3], Graef, Qian and
Yang [6], Graef and Yang [7–9], Zhao, Wang and Ge [20]. For survey of known re-
sults and additional references we refer the reader to the monograph by Agarwal,
O’Regan and Wong [1]. A great contribution to the development of the subject
was made by Webb and Infante [14, 17–19]. The author would like to highlight
the paper by Graef and Yang [7], which motivated the present investigation.
We prove the existence of multiple positive solutions for our main problem in the
same manner as in [7], but we use another splitting of the cone.

Since our main tool in this paper is Krasnosel’skii’s fixed point theorem, let us
state this theorem for the reader’s convenience.

������� 1.1 (Krasnosel’skii, [16])� Let E be a Banach space and K ⊂ E be a
cone in E. Assume Ω1 and Ω2 are open subsets of E with 0 ∈ Ω1 and Ω1 ⊂ Ω2,
T : K ∩ (

Ω2 \ Ω1

) → K is a completely continuous operator such that:

(A) ‖Tx‖ ≤ ‖x‖, ∀x ∈ K ∩ ∂Ω1 and ‖Tx‖ ≥ ‖x‖, ∀x ∈ K ∩ ∂Ω2, or

(B) ‖Tx‖ ≥ ‖x‖, ∀x ∈ K ∩ ∂Ω1 and ‖Tx‖ ≤ ‖x‖, ∀x ∈ K ∩ ∂Ω2.

Then T has a fixed point in K ∩ (
Ω2 \ Ω1

)
.

The paper contains four sections besides the Introduction. In Section 2, we
rewrite the main problem as an equivalent integral equation, by constructing the
corresponding Green’s function. Also, we give some inequalities for the Green’s
function here. In Section 3, we consider the existence of at least one positive
solution for the problem. Section 4 is devoted to the existence of multiple positive
solutions for the problem. Finally, we provide some examples to illustrate our
results in Section 5.
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EXISTENCE AND MULTIPLICITY OF POSITIVE SOLUTIONS

2. Construction and estimation of the Green’s function

Our first goal is to rewrite problem (1), (2) as an equivalent integral equation.
Therefore, let us consider the linear equation

x′′′ = h(t), 0 < t < 1, (3)

together with boundary conditions (2).

���	�
���� 2.1� If h : [0, 1] → R is a continuous function, then boundary
value problem (3), (2) has a unique solution

x(t) =

t∫
0

[
1

2
s2(1− t)2

]
h(s)ds

+

1∫
t

[
1

2
(1− s) t

(
(s− t) + (1− t)s

)]
h(s)ds,

that we can rewrite as

x(t) =

1∫
0

G(t, s)h(s)ds,

where

G(t, s) =
1

2

{
s2(1− t)2, 0 ≤ s ≤ t ≤ 1,

(1− s) t
(
(s− t) + (1− t)s

)
, 0 ≤ t ≤ s ≤ 1.

(4)

P r o o f. To prove the proposition we use the variation of parameters formula

x(t) = c1 + c2t+ c3t
2 +

1

2

t∫
0

(s− t)2h(s)ds.

In view of boundary conditions (2), we get c1 = 0 and

c2 = −
1∫

0

(s− 1)2h(s)ds−
1∫

0

(s− 1)h(s)ds,

c3 =
1

2

1∫
0

(s− 1)2h(s)ds+

1∫
0

(s− 1)h(s)ds.
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Thus, we have

x(t) =
(
t2 − t

) 1∫
0

(s− 1)h(s)ds+

(
1

2
t2 − t

) 1∫
0

(s− 1)2h(s)ds

+
1

2

t∫
0

(s− t)2h(s)ds

=

t∫
0

[
1

2
s2(1− t)2

]
h(s)ds+

1∫
t

[
1

2
(1− s) t

(
(s− t) + (1− t)s

)]
h(s)ds.

The uniqueness follows from the fact, that the homogeneous problem x′′′ = 0,
(2) has only the trivial solution. �

Hence boundary value problem (1), (2) is equivalent to the integral equation

x(t) =

1∫
0

G(t, s)a(s)f
(
x(s)

)
ds, 0 ≤ t ≤ 1, (5)

in the sense that x is a solution of (1), (2) if and only if it is a solution of (5).
Here G(t, s) denotes the Green’s function for the problem x′′′ = 0, (2), and
is explicitly given by (4).

In order to prove the existence of positive solutions, we also need some in-
equalities for the Green’s function G(t, s).

���	�
���� 2.2� For all (t, s) ∈ [0, 1]× [0, 1], we have

0 ≤ G(t, s) ≤ s2(1− s)

2(1 + s)
. (6)

If (t, s) ∈ (0, 1)× (0, 1), then
G(t, s) > 0. (7)

P r o o f. The first part of inequality (6) and inequality (7) is obvious. Let us find
the maximum of G(t, s) for each s with respect to t.

For 0 ≤ s ≤ t ≤ 1, the maximum occurs at

t = s and is equal to
s2(1− s)2

2
.

If 0 ≤ t ≤ s ≤ 1, the maximum occurs at
t =

s

1 + s
and is equal to

s2(1− s)

2(1 + s)
.

Since for all (t, s) ∈ [0, 1]× [0, 1],

s2(1− s)2

2
=

s2(1− s)(1− s)(1 + s)

2(1 + s)
=

s2(1− s)(1− s2)

2(1 + s)
≤ s2(1− s)

2(1 + s)
,

we get the proof. �

Note that inequality (6) is sharp.
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���	�
���� 2.3� For all (t, s) ∈ [1/14, 1/2]× [0, 1], we have

G(t, s) ≥ 1

4
· s

2(1− s)

2(1 + s)
. (8)

P r o o f. Consider

G(t, s)

s2(1− s)

2(1 + s)

=

⎧⎪⎪⎪⎨⎪⎪⎪⎩
(1− t)2(1 + s)

(1− s)
, 0 ≤ s ≤ t ≤ 1,

t(1 + s)
(
(s− t) + (1− t)s

)
s2

, 0 ≤ t ≤ s ≤ 1.

Further, for Λ1 = {(t, s) : 1/14 ≤ t ≤ 1/2, 0 ≤ s ≤ 1, s ≤ t}, we have

min
Λ1

G(t, s)

s2(1− s)

2(1 + s)

= min
Λ1

(1− t)2(1 + s)

(1− s)
=

1

4
.

If Λ2 = {(t, s) : 1/14 ≤ t ≤ 1/2, 0 ≤ s ≤ 1, t ≤ s}, then

min
Λ2

G(t, s)

s2(1− s)

2(1 + s)

= min
Λ2

t(1 + s)
(
(s− t) + (1− t)s

)
s2

=
13

49
.

Therefore,
G(t, s)

s2(1− s)

2(1 + s)

≥ 1

4
for

1

14
≤ t ≤ 1

2
, 0 ≤ s ≤ 1. �

���	�
���� 2.4� Every nonnegative nontrivial solution x(t) of (1), (2) is
positive.

P r o o f. Suppose that there exists t0 ∈ (0, 1) such that x(t0) = 0. Since bound-
ary value problem (1), (2) is equivalent to integral equation (5) we get

x(t0) =

1∫
0

G(t0, s)a(s)f
(
x(s)

)
ds = 0.

Since G(t0, s)a(s)f
(
x(s)

) ≥ 0 for all s ∈ [0, 1], then

G(t0, s)a(s)f
(
x(s)

)
= 0 for all s ∈ [0, 1].

Since G(t0, s) > 0 for all s ∈ (0, 1) we get that x′′′(s) = a(s)f
(
x(s)

)
= 0

for all s ∈ (0, 1). Therefore, x(s) is a polynomial of degree at most two.
Since x(s) satisfies boundary conditions (2) it follows that x(s) = 0 for all
s ∈ [0, 1]. We get the contradiction. �
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3. Existence of positive solutions

In this section, we study the existence of positive solutions for boundary value
problem (1), (2). Throughout, we shall use the following notations:

f0 = lim
x→0+

f(x)

x
, f∞ = lim

x→+∞
f(x)

x
,

I1 =

⎛⎝ 1∫
0

s2(1− s)

2(1 + s)
a(s)ds

⎞⎠−1

<

⎛⎜⎝max
0≤t≤1

1/2∫
1/14

G(t, s) a(s)ds

⎞⎟⎠
−1

= I2.

For our constructions, consider the Banach space C[0, 1] with the norm

‖x‖ = max
0≤t≤1

|x(t)|, x ∈ C[0, 1].

Define a cone K in C[0, 1] by

K =

{
x ∈ C[0, 1]

∣∣ x(t) ≥ 0, min
1
14≤t≤ 1

2

x(t) ≥ 1

4
‖x‖

}
,

and an integral operator T : K → C[0, 1] by

(Tx)(t) =

1∫
0

G(t, s)a(s)f
(
x(s)

)
ds, 0 ≤ t ≤ 1.

It is easy to see that boundary value problem (1), (2) has a solution x if and only
if x is a fixed point of the operator T . Also, it is well-known that T : K → C[0, 1]
is a completely continuous operator.

���	�
���� 3.1� T (K) ⊂ K.

P r o o f. From inequality (6), it follows that for x ∈ K, (Tx)(t) ≥ 0 on [0, 1].
Also, for x ∈ K, we have from (6) that

(Tx)(t) =

1∫
0

G(t, s)a(s)f
(
x(s)

)
ds ≤

1∫
0

s2(1− s)

2(1 + s)
a(s)f

(
x(s)

)
ds,

so that

‖Tx‖ ≤
1∫

0

s2(1− s)

2(1 + s)
a(s)f

(
x(s)

)
ds. (9)

And next, if x ∈ K, we have by (8) and (9) ,

min
1
14≤t≤ 1

2

(Tx)(t) = min
1
14≤t≤ 1

2

1∫
0

G(t, s)a(s)f
(
x(s)

)
ds

≥ 1

4

1∫
0

s2(1− s)

2(1 + s)
a(s)f

(
x(s)

)
ds ≥ 1

4
‖Tx‖. �
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EXISTENCE AND MULTIPLICITY OF POSITIVE SOLUTIONS

������� 3.2� If f0 < I1 and f∞ > 4 I2 (particularly f0 = 0 and f∞ = ∞-
-superlinear case), then boundary value problem (1), (2) has at least one positive
solution.

P r o o f. Since f0 < I1, we may choose r1 > 0 such that f(x) ≤ I1x for 0<x≤r1.
Thus, if x ∈ K and ‖x‖ = r1, then

(Tx)(t) =

1∫
0

G(t, s)a(s)f
(
x(s)

)
ds ≤

1∫
0

s2(1− s)

2(1 + s)
a(s)f

(
x(s)

)
ds

≤ I1‖x‖
1∫

0

s2(1− s)

2(1 + s)
a(s)ds = ‖x‖, 0 ≤ t ≤ 1.

Now, if we let Ω1 = {x ∈ C[0, 1]
∣∣ ‖x‖ < r1}, then ‖Tx‖ ≤ ‖x‖ for x ∈ K ∩ ∂Ω1.

On the other hand, since f∞ > 4 I2, there exists r̂2 > 0 such that f(x) ≥ 4 I2x
for x ≥ r̂2. Let r2 = max{2 r1, 4 r̂2} and Ω2 = {x ∈ C[0, 1]

∣∣ ‖x‖ < r2}.
Then x ∈ K and ‖x‖ = r2 implies

min
1
14≤t≤ 1

2

x(t) ≥ 1

4
‖x‖ =

1

4
r2 ≥ r̂2.

Thus, if s ∈ [1/14, 1/2], then x(s) ∈ [r̂2, r2], and we get

‖Tx‖ = max
0≤t≤1

1∫
0

G(t, s)a(s)f
(
x(s)

)
ds ≥ max

0≤t≤1

1/2∫
1/14

G(t, s)a(s)f
(
x(s)

)
ds

≥ 4 I2 max
0≤t≤1

1/2∫
1/14

G(t, s)a(s)x(s)ds

≥ 4 I2
1

4
‖x‖ max

0≤t≤1

1/2∫
1/14

G(t, s)a(s)ds = ‖x‖.

Hence, ‖Tx‖ ≥ ‖x‖ for x ∈ K ∩ ∂Ω2.

Therefore, from Theorem 1.1, it follows that T has a fixed point in K ∩(
Ω2 \ Ω1

)
. Since the set K ∩ (

Ω2 \ Ω1

)
does not contain zero element (trivial

solution), it follows that this fixed point yields a positive solution of (1), (2). �

������� 3.3� If f0 > 4 I2 and f∞ < I1 (particularly f0 = ∞ and f∞ = 0-
-sublinear case), then boundary value problem (1), (2) has at least one positive
solution.
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P r o o f. Since f0 > 4 I2, we may choose r1 > 0 such that f(x) ≥ 4 I2x
for 0 < x ≤ r1. Then, for x ∈ K and ‖x‖ = r1, we have

‖Tx‖ = max
0≤t≤1

1∫
0

G(t, s)a(s)f
(
x(s)

)
ds ≥ max

0≤t≤1

1/2∫
1/14

G(t, s)a(s)f
(
x(s)

)
ds

≥ 4 I2 max
0≤t≤1

1/2∫
1/14

G(t, s)a(s)x(s)ds

≥ 4 I2
1

4
‖x‖ max

0≤t≤1

1/2∫
1/14

G(t, s)a(s)ds = ‖x‖.

Thus, we may let Ω1 = {x ∈ C[0, 1]
∣∣ ‖x‖ < r1} so that ‖Tx‖ ≥ ‖x‖ for x ∈

K ∩ ∂Ω1.

Now, since f∞ < I1, there exists r̂2 > 0 so that f(x) ≤ I1x for x ≥ r̂2.

Case (a): Suppose f is bounded, say f(x) ≤ N for all x ∈ (0,∞). In this
case choose r2 = max

{
2 r1, N I−1

1

}
so that for x ∈ K with ‖x‖ = r2

we have

(Tx)(t) =

1∫
0

G(t, s)a(s)f
(
x(s)

)
ds ≤ N

1∫
0

s2(1− s)

2(1 + s)
a(s)ds ≤ r2

and therefore, we get ‖Tx‖ ≤ ‖x‖.
Case (b): If f is unbounded, we can choose r2 > max {2 r1, r̂2} such that

f(x) ≤ f(r2) for 0 < x ≤ r2. Then for x ∈ K and ‖x‖ = r2 we have

(Tx)(t) =

1∫
0

G(t, s)a(s)f
(
x(s)

)
ds ≤

1∫
0

s2(1− s)

2(1 + s)
a(s)f

(
x(s)

)
ds

≤
1∫

0

s2(1− s)

2(1 + s)
a(s)f(r2)ds ≤ I1 r2

1∫
0

s2(1− s)

2(1 + s)
a(s)ds = r2

= ‖x‖, 0 ≤ t ≤ 1.

Therefore, in both cases, we may put Ω2 = {x ∈ C[0, 1]
∣∣ ‖x‖ < r2} and

for x ∈ K∩∂Ω2 we have ‖Tx‖ ≤ ‖x‖. Thus, from Theorem 1.1, it follows that T
has a fixed point in K ∩ (

Ω2 \Ω1

)
. Since the set K ∩ (

Ω2 \ Ω1

)
does not contain

zero element (trivial solution), it follows that this fixed point yields a positive
solution of (1), (2). �
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������� 3.4� If there exist constants 0 < r1 < r2 such that f(x) ≤ I1r1
for x ∈ [0, r1] and f(x) ≥ I2r2 for x ∈ [r2/4, r2], then boundary value prob-
lem (1), (2) has at least one positive solution x(t) such that r1 ≤ ‖x‖ ≤ r2.

P r o o f. If x ∈ K and ‖x‖ = r1, then

(Tx)(t) =

1∫
0

G(t, s)a(s)f
(
x(s)

)
ds ≤

1∫
0

s2(1− s)

2(1 + s)
a(s)f

(
x(s)

)
ds

≤ I1r1

1∫
0

s2(1− s)

2(1 + s)
a(s)ds = r1 = ‖x‖, 0 ≤ t ≤ 1.

If we let Ω1 = {x ∈ C[0, 1]
∣∣ ‖x‖ < r1}, then ‖Tx‖ ≤ ‖x‖ for x ∈ K ∩ ∂Ω1.

If x ∈ K with ‖x‖ = r2, then for every s ∈ [1/14, 1/2] we have

min
1
14≤s≤ 1

2

x(s) ≥ 1

4
‖x‖ =

1

4
r2 and x(s) ∈ [r2/4, r2].

Therefore,

‖Tx‖ = max
0≤t≤1

1∫
0

G(t, s)a(s)f
(
x(s)

)
ds ≥ max

0≤t≤1

1/2∫
1/14

G(t, s)a(s)f
(
x(s)

)
ds

≥ I2r2 max
0≤t≤1

1/2∫
1/14

G(t, s)a(s)ds = r2 = ‖x‖.

Thus, we may let Ω2 = {x ∈ C[0, 1]
∣∣ ‖x‖ < r2} so that ‖Tx‖ ≥ ‖x‖

for x ∈ K ∩ ∂Ω2.

Therefore, from Theorem 1.1, it follows that T has a fixed point in K ∩(
Ω2 \ Ω1

)
. Since the set K ∩ (

Ω2 \ Ω1

)
does not contain zero element (trivial

solution), it follows that this fixed point yields a positive solution of (1), (2). �

4. Existence of multiple positive solutions

The following two propositions will be used in the proof of our main result of
this section.

���	�
���� 4.1� Suppose that there exists r > 0 such that f(x) ≤ I1
4

5
r

for x ∈ [0, r]. If x ∈ K with ‖x‖ = ρ, where
4

5
r ≤ ρ ≤ r, then ‖Tx‖ ≤ ρ.
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P r o o f. If x ∈ K with ‖x‖ = ρ, then for t ∈ [0, 1] we have

(Tx)(t) =

1∫
0

G(t, s)a(s)f
(
x(s)

)
ds ≤

1∫
0

s2(1− s)

2(1 + s)
a(s)f

(
x(s)

)
ds

≤ I1
4

5
r

1∫
0

s2(1− s)

2(1 + s)
a(s)ds =

4

5
r ≤ ρ, or ‖Tx‖ ≤ ρ. �

���	�
���� 4.2� Suppose that there exists r > 0 such that f(x) ≥ I2 r

for x ∈ [r/5, r]. If x ∈ K with ‖x‖ = ρ, where
4

5
r ≤ ρ ≤ r, then ‖Tx‖ ≥ ρ.

P r o o f. If x ∈ K with ‖x‖ = ρ, where
4

5
r ≤ ρ ≤ r, then for every s ∈ [1/14, 1/2]

we have
min

1
14≤s≤ 1

2

x(s) ≥ 1

4
‖x‖ =

1

4
ρ and x(s) ∈ [ρ/4, ρ] or x(s) ∈ [r/5, r].

Therefore,

‖Tx‖ = max
0≤t≤1

1∫
0

G(t, s)a(s)f
(
x(s)

)
ds ≥ max

0≤t≤1

1/2∫
1/14

G(t, s)a(s)f
(
x(s)

)
ds

≥ I2r max
0≤t≤1

1/2∫
1/14

G(t, s)a(s)ds = r ≥ ρ. �

Now, we are ready to give the main result of this section. Let:

• �α� = max{k ∈ Z
∣∣ k ≤ α} be the floor of a real number α and

• α� = min{k ∈ Z
∣∣ k ≥ α} be the ceiling of α.

������� 4.3� Suppose that there exist constants 0< r1 < r2 < · · ·< rn(n≥ 3).

If f(x) ≤ I1
4

5
r2i−1 for x ∈ [0, r2i−1], 1 ≤ i ≤

⌈n
2

⌉
and f(x) ≥ I2 r2j

for x ∈ [r2j/5, r2j], 1 ≤ j ≤
⌊n
2

⌋
, then boundary value problem (1), (2) has

at least (n− 1) positive solutions xk(t) such that

rk ≤ ‖xk‖ < rk+1, 1 ≤ k ≤ (n− 1).

P r o o f. Let lm ∈ (4 rm/5, rm) and lm > rm−1, 2 ≤ m ≤ n. Define

Ωlm
m =

{
x ∈ C[0, 1]

∣∣ ‖x‖ < lm
}
, 2 ≤ m ≤ n,

and
Ωrs

s =
{
x ∈ C[0, 1]

∣∣ ‖x‖ < rs
}
, 1 ≤ s ≤ n.
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Then, from Proposition 4.1 and Proposition 4.2, we have:

‖Tx‖ ≤ ‖x‖ for x ∈ K ∩ ∂Ω
l2p−1

2p−1 , 2 ≤ p ≤
⌈n
2

⌉
,

and for x ∈ K ∩ ∂Ω
r2i−1

2i−1 , 1 ≤ i ≤
⌈n
2

⌉
;

‖Tx‖ ≥ ‖x‖ for x ∈ K ∩ ∂Ω
l2j
2j , 1 ≤ j ≤

⌊n
2

⌋
,

and for x ∈ K ∩ ∂Ωr2i
2j , 1 ≤ j ≤

⌊n
2

⌋
.

From Theorem 1.1, we see that T has fixed point in each of the sets K ∩(
Ω

lm
m \ Ωrm−1

m−1

)
, 2≤m≤ n. Thus, boundary value problem (1), (2) has at least

(n− 1) positive solutions. �

5. Examples

In this section, we consider some examples to illustrate the applicability of
the results established in Section 3 and Section 4.

Example. Consider boundary value problem consisting of the differential equa-
tion

x′′′ = 100
x+ 5 x3

3 + x2
, 0 < t < 1, (10)

and boundary conditions (2). We have

a(t) = 100, f(x) =
x+ 5x3

3 + x2
,

and therefore, f0 =
1

3
, f∞ = 5, I1 ≈ 0.3776, 4I2 ≈ 4.405. Since f0 < I1 and

f∞ > 4 I2, by Theorem 3.2, boundary value problem (10), (2) has at least one
positive solution, which is depicted in Figure 1. The initial conditions for this
solution are:

x(0) = 0, x′(0) ≈ 6.8852, x′′(0) ≈ −30.9744.

Example. Consider boundary value problem for the differential equation

x′′′ = 100 t

(
3x

5
+

12x

1 + x2

)
, 0 < t < 1, (11)

with boundary conditions (2). Here

a(t) = 100 t, f(x) =
3x

5
+

12x

1 + x2
,

and therefore, f0 = 12.6, f∞ = 0.6, I1 ≈ 0.6585, 4 I2 ≈ 12.253. Since f0 > 4 I2
and f∞ < I1, by Theorem 3.3, boundary value problem (11), (2) has at least one

209



SERGEY SMIRNOV

positive solution, which is depicted in Figure 2. The initial conditions for this
solution are x(0) = 0, x′(0) ≈ 47.2081, x′′(0) ≈ −143.215.

Figure 1.
Solution of (10), (2).

Figure 2.
Solution of (11), (2).

Example. Consider boundary value problem for the differential equation

x′′′ = 10 x2 e6−x, 0 < t < 1, (12)

with boundary conditions (2). We have:

a(t) = 10, f(x) = x2 e6−x,
4

5
I1 ≈ 3.021, I2 ≈ 11.013.

If we choose r1 = 0.006, r2 = 5, r3 = 73, we get

f(x) ≤ I1
4

5
r1 for x ∈ [0, r1],

f(x) ≤ I1
4

5
r3 for x ∈ [0, r3],

f(x) ≥ I2 r2 for x ∈ [r2/5, r2].

Therefore, by Theorem (4.3), boundary value problem (12), (2) has at least two
positive solutions x1(t) and x2(t) such that

0.006 ≤ ‖x1‖ < 5 ≤ ‖x2‖ < 73.

Solutions x1(t) and x2(t) are depicted in Figure 3 and Figure 4. The initial con-
ditions for these solutions are x1(0) = 0, x′

1(0) ≈ 0.2618675, x′′
1 (0) ≈ −1.189665

and x2(0) = 0, x′
2(0) ≈ 57.148, x′′

2(0) ≈ −297.923.
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Figure 3.
Solution x1 of (12), (2).

Figure 4.
Solution x2 of (12), (2).
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