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Abstract: In this paper, we would like to provide a brief overview of the current 
state of pronunciation teaching in e-learning and demonstrate a new approach to building 
tools for automatic feedback concerning correct pronunciation based on the most frequent 
or typical errors in speech production made by non-native speakers. We will illustrate this 
in the process of designing annotation for a sound recognition tool to provide feedback on 
pronunciation. At the end of the paper, we will also present how we have tried to apply this 
annotation to the tool, what caveats we have found and what our plans are.
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1 INTRODUcTION

Over the last few decades, online language learning popularity has been growing 
rapidly [1]. There are dozens of e-learning applications for different languages. These 
include several tools focused on various languages, most notably Duolingo [2], and 
a large number of applications focusing on just one language or aspect of language, such 
as Ten Ta To [3] or CzechME [4].1 The increasing worldwide popularity and importance 
of e-learning education have been accelerated even more by the current epidemiological 
situation caused by Covid-19 [5]. Despite this increasing importance, there is an aspect 
of language that does not receive as much attention in e-learning, this being pronunciation. 
This problem is even more critical in a less common L2 such as Czech.

2 LANGUAGE PRONUNcIATION fEEDBAcK IN E-LEARNING 
SYSTEMS

Putting aside a few exceptions, basically the only way e-learning applications 
approach the teaching of pronunciation is by providing the possibility to play 

1 CzechMe was created as a result of TAČR TL01000342 – an adaptable mobile application for 
teaching Czech to foreigners. Both authors of the paper were participants in this project.
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recordings of words and phrases. Some of those applications also provide the 
possibility to record users and play and compare their recording with an original 
record. In general, there is a lack of any feedback or lessons that would teach users 
how to attain correct pronunciation, or at least a certain pronunciation level. For the 
Czech language, we are aware of just two exceptions: CzechME and Duolingo. In 
the first case, there are several lessons focused on sound discrimination 
(differentiation) and pronunciation, however, the current version of CzechME does 
not provide feedback on the user’s pronunciation. In the second case, an automatic 
speech recognition (ASR) system is used to transcribe a recording to text, which is 
then compared with a text that should have been pronounced.

Although some applications often use existing ASR systems (such as Google 
Cloud Speech or CMUSphinx) to convert speech to text in order to provide feedback 
to students, there is one big caveat when using ASR technology for learning 
pronunciation. ASR technology is designed to understand: even when the 
pronunciation is incorrect, it uses a language model [6] to guess what has been 
meant. This is a problem, since we receive the feedback that our pronunciation is 
correct even when it could have been more than just slightly wrong.

These types of tools are used across different L2 and it is apparently a state of 
the art solution for L2 pronunciation learning with one exception: a mobile 
application called ELSA Speak [7]. This pronunciation-only application provides an 
exhaustive amount of pronunciation exercises for English. It also includes a custom 
proprietary solution for evaluation of correct pronunciation and includes feedback to 
the user. The feedback is in the form of a speech sound which should be pronounced 
and the speech sound that the user actually pronounced. As far as we know, this is 
currently the technologically most advanced e-learning system for teaching L2 
pronunciation, although there are still a number of issues. The system is only limited 
to segmental aspects, (level) of pronunciation and according to [8] the system still 
“often mistakenly identifies incorrect sounds as correct”, thus the problem from 
ASR technology still partially remains. Another issue is with the feedback, which is 
limited to the speech sound inventory of English, despite the fact that the sounds 
pronounced by students often do not correspond to any sound in the target language 
(in this case English). The last issue leads us to the idea that we need more than 
a sound inventory of target L2 to create a successful system for providing feedback 
on the pronunciation of L2 (in our case Czech).

3 NON-NATIVE SPEEch REcOGNITION AND ThE fEEDBAcK 
APPROAch

The general idea of our approach is to include non-native sounds into an 
inventory of the speech recognition system, so we are not limited to the most similar 
speech sound from the language and thus we can obtain less distorted results of 
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actual pronunciation. Based on this recognition, we want to provide feedback to 
students that will tell what was wrong in their pronunciation and how to fix it. The 
feedback should not be in the form of the pronounced vs correct sound, which can be 
confusing for a student who usually does not know IPA. The form of feedback should 
be more explicit, for example, instructing students that their lips should be rounded 
or mouth more open, etc.

To achieve this target, we first have to collect a large amount of data and create 
an annotation system that will allow us to tell the differences between the speech 
sound that should have been pronounced and the speech sound that actually was 
pronounced. We will then need a tool based on annotated data and capable of 
recognising a speech sound and its corresponding annotation from recordings. In the 
first phase, we decided to test this approach on the individual speech sounds of L2 
Czech.

3.1 Data: collection and methodology
For the data collection, we had to take into account the technical aspects of the 

recordings, which were intentionally taken at varying levels of quality: (1) studio 
standard (44.1/16, wav); (2) compressed formats (mobile phone). Mobile recordings 
were used for the annotation and subsequent training to more closely match the 
quality of the recordings of the future mobile application.

187 foreigners – native speakers of 36 different languages – across all levels of 
language teaching (using the CEFR scale from A0 to C1) have been recorded thus 
far.2 The speakers were recorded during Czech language courses for foreigners at the 
Summer School of Slavonic Studies at Palacký University Olomouc, as well as at 
the Center for Foreigners in Brno. All age categories from 18 to 73 years are 
represented, with the largest group being speakers under 40. The cumulative 
frequency is as follows: under 25 (66), under 35 (100), under 40 (136), under 50 
(176), 50+ (187). In terms of gender, women predominate (114) over men (67) and 
over unknown (6).

The sample dataset contained isolated speech sounds, as well as two- to four-
syllable words or phrases in which a given speech sound appeared in different 
positions (initial, middle, final) and in different phonemic contexts (vowels, 
obstruents, sonorants). The data was read twice by the non-native speakers – first 
with an instructor and then without any assistance. The students were asked to read 
all the Czech speech sounds in isolation at the end. Only part of the data (from 32 
speakers, see below) – a set of segments with isolated speech sounds – has been used 
thus far to annotate the pilot testing of the recognition model.

2 The teaching level with the dominance of the lexico-grammatical level does not have to 
correspond to the level of pronunciation. Representation was the following: A0–A1 (76 speakers), A0–
A2 (112 speakers), others.
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The design of the annotation system was based on a number of hypotheses and 
reflected (i) the phonetic basis of Czech, (ii) the phonetic specificities of foreign 
languages and the relevant phenomena and (iii) the most frequent pronunciation errors 
among foreigners learning Czech. These hypotheses were postulated from many years 
of experience with teaching foreigners by one of the authors. Deficiencies in the 
pronunciation of foreigners can generally be divided into a few different categories [9]:

(1) pronunciation of speech sounds that are not part of the Czech phonetic system, 
although the student is capable of pronouncing the Czech speech sound; these 
cases often stem from the written form of the language;

(2) pronouncing the speech sound is only problematic in certain positions or in 
close proximity to certain other speech sounds;

(3) the student is unable to distinguish two sounds – for speakers of Arabic, this 
can be [b] and [p], etc.;

(4) the speech sounds are not pronounced in a Czech style, such as when English-
speaking students pronounce [p, t, k] with aspiration, etc.;

(5) the speech sounds cannot be pronounced by the student at all, not even 
approximately.

In creating the annotation system, we tried to take into account the “type and 
severity” of error, in the sense of: (1) slight deviations without compromising 
intelligibility – (2) deviations partially compromising intelligibility – (3) significant 
deviations compromising intelligibility (confusion of meaning, etc.). This 
categorisation could also be used as a way of providing the students with feedback.

3.2 Phonetic features that most often cause problems for foreigners
Certain speech sounds cause problems for foreigners regardless of their native 

language – they are difficult for practically everybody. At the segmental level, these 
are mainly the following phenomena (this is only a very brief and simplified list of 
the most common pronunciation issues):

− vowels – quantity: while it may be due to a lack of knowledge, certain foreigners 
may be applying what they are used to from their native languages; there is also 
the nasal production of vowels or diphthongs, “hard” pronunciation of [ɪ] or [u];

− consonants – the most difficult consonant for foreigners is the trill ř (whether in 
its voiced or unvoiced form: [r̝] [r̝̊]) and the laryngeal h [ɦ], which, although it 
exists in many languages, is not present in them in a voiced form;
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− nearly all foreigners struggle with the consonants ď [c], ť [ɟ], ň [ɲ] (in contrast, 
speakers of Russian, Ukrainian or Azerbaijani frequently incorrectly soften the 
denti-alveolar t, d, n);

− pronouncing the syllable-forming consonants l [l̩] and r [r̩] – they are new to 
most foreigners and difficult to correctly articulate;

− issues with pronouncing Czech sibilants (s [s], z [z], c [ts͡], š [ʃ], ž [ʒ], č [tʃ͡]) are 
also common;

− there are issues with distinguishing the voicedness of consonant pairs; 
tendencies to aspire in the pronunciation of plosives [p, t, k], articulatory issues 
with the lateral fricative [l].

Contextual or combinatorial phonetic phenomena are very important. The 
assimilation of voicedness in Czech can be, for example, a phenomenon new to 
many foreigners and pose issues for some; for some students, pronunciation 
difficulties are the result of a different articulation base or different assimilation 
processes (e.g., the tendency to use progressive assimilation, etc.).

4 ATTRIBUTIVE ANNOTATION SYSTEM

We created a formalised ATTRIBUTE–VALUE annotation system based on 
systematically categorised pronunciation errors from individual languages or 
language groups. The annotation label is divided by a colon into two main parts: 
(1) the part before the colon lists the speech sound that was supposed to be 
pronounced; (2) the attributes after the colon list (using the possible values of the 
given attribute) the deviations in pronunciation from the standard and the correct 
phonetic form of the speech sound. If the pronunciation is correct, only the part 
before the colon is used. In the case of incorrect pronunciation, any number of 
attributes can follow the colon (see below).

The annotation system specifies two groups of attributes: (1) fixed, which have 
a binary value of 0 or 1 for the phonological characteristics (quantity, voicedness) 
and (2) variable, with the possibility to add other values as needed (phonetic features 
such as palatalisation, etc.). There is a separate label for replacing one speech sound 
with another which has the format of x::Y where x = the desired speech sound and 
Y = the actually pronounced speech sound.

The ;err tag denotes an unspecified pronunciation error. It can also be optionally 
supplemented with information on the acceptability of the non-normative 
pronunciation using the letters A or N to form ;errA (acceptable) or ;errN (not 
acceptable). The tagset labels for attribute values are unique and non-doubled, so 
ambiguity is not an issue.
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Listed below are several examples, the format is always one speech sound per 
line (the meaning of the tag is explained in square brackets):

o:k1vN [short vowel o pronounced as long and nasalised]

a:vNvT [vowel a is nasalised with a hard pronunciation]

e [vowel ɛ is correct]

ou:vNkD_1 [both parts of the o͡u diphthong are nasalised, the first part is  
lengthened]

ť:vR_ťj [the consonant c is pronounced in a segmented way with the  
inserted speech sound j]

Explanatory notes3:
attributes
k = quantity
v = non-normative pronunciation variants

values of the k attribute
K shortening
D lengthening

values of the v attribute
N nasalisation
R “segmented” pronunciation [supplemented by aspects of value]
T hard pronunciation

aspects of values (can be assigned to any value of the k or v attribute)
_1 error related to the first part of the diphthong
_2 error related to the second part of the diphthong
_xy xy represents the specific speech sounds in the segmented pronunciation

5 TESTING ThE NON-NATIVE INDIVIDUAL SPEEch SOUND 
REcOGNITION

To test our annotation system, we decided to build a minimalistic tool for 
individual speech sound recognition. This tool was built as a Python script based on 
the library Persephone [10]. This library is meant as a speech recognition tool for 
transcription of low-resource languages and contains several parts (see Fig. 1).

3 The explanatory notes listed below are only the ones relevant for the listed example and are not 
the complete set.
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fig. 1. Individual speech sound recognition tool architecture

The first part is audio feature extraction tools, for our experiment we have used 
LMFB (Log Mel Filterbank) with delta and delta-delta features. After we extracted 
features from wav recordings, we used Persephone functions to split data (features + 
labels) into three non-intersecting sets in the following way: 90% of data to train set, 
5% to validation set and 5% to test set. We initialised our model when we had 
prepared our data. “The underlying model used is a long short-term memory (LSTM) 
recurrent neural network [11] in a bidirectional configuration [12]. The network is 
trained with the connection’s temporal classification (CTC) loss function [13].” [10] 
We have used default three-layered architecture with 250 hidden nodes. This model 
is then trained with pre-processed data for at least 30 epochs. Training stops when 
one of the following conditions is met:

(a) training LER (learning error rate) is lower than 0.1% and the validation LER is 
lower than 1%;

(b) validation LER has not improved in the last 10 epochs;

(c) after 100 epochs.

In the last step, we tested our trained model against the test data set.
This tool was initially tested on tonal languages and thus it provides the ability to 

label prosodic features such as tone or word stress. We decided, however, not to use 
those features as individual labels in the first version of our annotation system. The 
tool is designed to transcribe whole utterances, however, in our case our utterances are 
only individual sounds so the label always corresponds to a single speech sound.

For our experiment, we had 3,717 labelled sounds from 32 non-native Czech 
speakers. When we tried to train the tool with data labelled with the initial version of 
the annotation, the model stopped after 57 epochs with a huge training error rate 
43.4% and a validation rate of 42.4% and an even worse error rate of 50.8% for the 
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test set. After checking the model results on the test set, however, we found some 
interesting data. Most of the incorrectly labelled data were consonants and even in 
those cases, the model output was often a consonant that differed from the expected 
consonant only in several features such as voicing, articulation position, fricative vs 
affricate or different variants (aspirated t vs “hard” t) as shown in Tab. 1.

Table 1 also shows one very interesting case of mislabelling that unveiled one 
of the issues with annotation. In the last line of Table 1, it is apparent that the 
expected label was z::dz which means that dz was pronounced by the speaker instead 
of z and the output label is dz. The problem with this is that both of those labels 
correspond to the same pronunciation, which is dz. This leads to an update in our 
annotation: we have changed the annotation of the incorrect sound from format x::Y 
(x being the expected and Y being the pronounced sound), to simply Y.

expected label output label
h [ɦ] ch [x]
s z
m n
ch [x] f
c [ts͡] dz
z dz
g d
t:vA t:vT
z::dz dz

Tab. 1. Expected vs output label (consonants)

As can be seen in Table 2, the vowels were in most cases annotated correctly. 
There were no issues in vowel quality except for cases when diphthongs were 
classified as simple vowels. This happened especially for diphthongs with 
a shortened second component or diphthongs and lengthened vowels. There were 
also some issues with quantity identification. We also observed the same problem 
with duplicate annotation of format x::Y vs Y.

expected label output label
eu:kK_2 (shortened u) e [ɛ]
eu:vZ_1 (closed e [ɛ]) e:vZ (closed e [ɛ])
u:kD (lengthened) u
au [au͡] a:kD (lengthened)
eu [ɛu͡] e [ɛ]
ou:kK_2 (shortened u) ou [ou͡]
i:kD (lengthened) i [ɪ]
au::a a

Tab. 2. Expected vs output label (vowels)
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Cases where consonants were annotated as vowels or vice versa were 
exceptionally rare and for an undiscovered reason. the most frequent error of this 
kind was labelling p as e [ɛ]; this could be possibly due to some mistake in the 
annotation.

After these findings, we decided to go through the annotation and attempt to 
identify duplicate labels such as the mentioned x::Y vs Y case. By unifying those 
labels, corresponding to the same sound, and removing a few less important features, 
we have dramatically reduced the label inventory size, which led to much better results.

The adjusted annotation model stopped after 70 epochs with a much lower 
training error rate 14.9% and validation error rate 36.8%. The test error rate also 
improved to 41.27%. Putting aside x::Y vs Y case, errors in the output of the new 
model were similar to the previous one, although they were less frequent.

There are two main consequences of those results. It is apparent that although 
we had quite a small data set and the model was far from an optimized one, we 
ended up with quite good results, although they are still not good enough to be used 
in a real-world application. The second one is that label inventory size has a huge 
impact on success rate (along with the amount of available data) and that we have to 
avoid different labels for the same or very similar sounds at any cost.

6 fUTURE PROSPEcTS

The findings from the first testing of our approach lead us to several ideas on 
how to improve our system. The first plan in the future is to split the annotation into 
two parts. The first part would be the labels corresponding to each of the individual 
segments. This would be a simple identifier in the form of a number or character 
string. These segments would be annotated as 1 or a1 instead of, for example, a:kD. 
The second part of the annotation will be a mapping table that will translate the 
identifier to its corresponding attributive annotation that will be used to obtain 
feedback based on speech recognition output. In this part we would consequently 
have the information that 1 corresponds to a:kD. We also want to try to split certain 
features such as length, nasalisation, aspiration or stress to individual segments, thus 
instead of á we would have a: and instead of p:vA (aspiration) we would have p> 
(where > means the aspiration segment). This will allow us to easily extend our 
annotation, shrink the size of our label dictionary, and focus on the most frequent 
non-native sounds in Czech.

In conclusion, the field of speech recognition in e-learning and automatic 
feedback on non-native speech is still in its beginnings, but our findings could 
become the basis for a new approach to this complex and increasingly important 
problem. A great deal of this research, however, still has to be done and much data 
has to be collected to create a system that can be used in e-learning systems. Non-
native speech recognition is nevertheless a topic to be considered.
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