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#### Abstract

We investigate some properties of almost convergence and compare it with other kinds of convergence. Moreover, we present different modes of continuity considering almost, Single and ideal convergence, giving some relations between them and some examples. Finally, we pose some open problems.


## 1. Introduction

Almost convergence was deeply investigated by G. G. Lorentz in [12], who studied several of its features. Some properties of continuous functions with respect to almost convergence and some relations between continuous and linear functions were investigated in [2], [3], [6]. In particular, in [6] it was shown that every function $f: \mathbb{R} \rightarrow \mathbb{R}$, sequentially continuous with respect to almost convergence, is linear. Similar studies were continued in [7, in which abstract methods of convergence, and in particular some types of matrix methods, were considered (see also [15]). Some other investigations about statistical convergence and (strong) summability in the context of matrix methods were done in [10].

In [11, Proposition 3.3] a characterization of the classical continuity was given by means of ideal convergent sequences. Some relations between different types of ideal continuity were examined in 5]. A particular case of ideal convergence, which can be viewed as generated both by an ideal of $\mathbb{N}$ and by a summability matrix method associated with a positive regular matrix is the statistical convergence, introduced in [8], [17] (see also [7], 9], [1]).
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In Section 2 we give a characterization of almost convergence, and we compare it with the Single convergence. Moreover, we investigate some differences between almost and ideal convergence.

In Section 3 we present some different kinds of sequential continuity in terms of almost and ideal convergence, and give some comparison results. Finally, we pose some open problems.

Our thanks to the referee for his/her helpful suggestions.

## 2. Almost and ideal convergence

In this section we give a characterization of almost convergence and we show that it is in general different from ideal and Single convergence.

## Definitions 2.1.

(a) An ideal of $\mathbb{N}$ is a subset $\mathcal{I} \subset \mathcal{P}(\mathbb{N})$ with $\mathbb{N} \notin \mathcal{I}, A \cup B \in \mathcal{I}$ whenever $A$, $B \in \mathcal{I}$, and with the property that, if $C \in \mathcal{I}$ and $D \subset C$, then $D \in \mathcal{I}$.
(b) A filter of $\mathbb{N}$ is a subset $\mathcal{F} \subset \mathcal{P}(\mathbb{N})$ with $\emptyset \notin \mathcal{F}, A \cap B \in \mathcal{F}$ whenever $A$, $B \in \mathcal{F}$, and with $F \in \mathcal{F}$ whenever $E \in \mathcal{F}$ and $F \supset E$.
(c) An ideal $\mathcal{I}$ is called admissible if and only if it contains the ideal $\mathcal{I}_{\text {fin }}$ of all finite subsets of $\mathbb{N}$.
(d) A filter $\mathcal{F}$ is said to be free if and only if it contains the filter $\mathcal{F}_{\text {cofin }}$ of the cofinite subsets of $\mathbb{N}$.
(e) Given an ideal $\mathcal{I}$ of $\mathbb{N}$, we call the set

$$
\mathcal{F}=\mathcal{F}(\mathcal{I}):=\{\mathbb{N} \backslash A: A \in \mathcal{I}\}
$$

the dual filter associated with $\mathcal{I}$. In this case we say that $\mathcal{I}$ is the dual ideal associated with $\mathcal{F}$.

Observe that an ideal is admissible if and only if its dual filter is free. From now on, we always deal with admissible ideals or free filters.
(f) We say that $\mathcal{I}$ is a $P$-ideal if and only if for any sequence $\left(A_{j}\right)_{j}$ in $\mathcal{I}$ there are sets $B_{j} \subset \mathbb{N}, j \in \mathbb{N}$, such that the symmetric difference $A_{j} \Delta B_{j}$ is finite for all $j \in \mathbb{N}$ and $\bigcup_{j=1}^{\infty} B_{j} \in \mathcal{I}$ (see also [4]).
$\mathcal{I}_{\text {fin }}$ and $\mathcal{I}_{\mathrm{d}}$ (the ideal of all subsets of $\mathbb{N}$ with zero asymptotic density (see also [11])) are some examples of $P$-ideals.

The following result will be useful in the sequel.
Proposition 2.2. If $\mathcal{F}$ is a free filter of $\mathbb{N}, P \in \mathcal{F}$ and $A \subset \mathbb{N}, A \notin \mathcal{F}$ and $\mathbb{N} \backslash A \notin \mathcal{F}$, then both $P \cap A$ and $P \backslash A$ are infinite.
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Proof. Suppose by contradiction that $P \cap A$ is finite. Note that $\mathbb{N} \backslash(P \cap A)$ belongs to $\mathcal{F}$, since it is cofinite and $\mathcal{F}$ is free. Then

$$
P \backslash A=P \cap(\mathbb{N} \backslash(P \cap A)) \in \mathcal{F} .
$$

Hence $\mathbb{N} \backslash A \in \mathcal{F}$, which contradicts the hypothesis. Thus, $P \cap A$ is infinite. Analogously it is possible to prove that $P \backslash A$ is infinite. This finishes the proof.

We now recall the ideal, Single and almost convergence, and the Pringsheim convergence for double sequences (see also [12, [13]). From now on, let ( $X,\|\cdot\|$ ) be a normed linear space, $X \neq\{0\}$, and $x_{0} \in X$ be a fixed point.

## Definitions 2.3.

(a) A sequence $\left(x_{n}\right)_{n}$ in $X$ is said to be $\mathcal{I}$-convergent to $x_{0}$, and we write (I) $\lim _{n} x_{n}=x_{0}$, if and only if $\left\{n \in \mathbb{N}:\left\|x_{n}-x_{0}\right\|>\varepsilon\right\} \in \mathcal{I}$ for every $\varepsilon>0$.
(b) Let $y_{m, n}, m \geq 0, n \geq 1$ be a double sequence in $X$. We say that $x_{0}$ is the Pringsheim limit of $\left(y_{m, n}\right)_{m, n}$ if and only if for all $\varepsilon>0$ there is $\bar{n} \in \mathbb{N}$ with $\left\|y_{m, n}-x_{0}\right\| \leq \varepsilon$ for all $m, n \geq \bar{n}$.
(c) Given a sequence $\left(x_{n}\right)_{n}$ in $X$, we say that $\left(x_{n}\right)_{n}$ almost converges $((A)$ --converges) to $x_{0}$, and we write $(A) \lim _{n} x_{n}=x_{0}$, if and only if $\lim _{n} y_{m, n}=x_{0}$ uniformly with respect to $m$, where

$$
\begin{equation*}
y_{m, n}:=\frac{1}{n} \sum_{i=1}^{n} x_{m+i}, \quad m \geq 0, \quad n \geq 1 . \tag{1}
\end{equation*}
$$

(d) A sequence $\left(x_{n}\right)_{n}$ in $X$ Pringsheim-Singly converges ( $(P S)$-converges) to $x_{0}$, and we write shortly $(P S) \lim _{n} x_{n}=x_{0}$, if and only if $x_{0}$ is the Pringsheim limit of $\left(y_{m, n}\right)_{m, n}$, where $\left(y_{m, n}\right)_{m, n}$ is as in (11).
(e) A sequence $\left(x_{n}\right)_{n}$ in $X$ Singly converges $\left((S)\right.$-converges) to $x_{0}$, and we write in $\operatorname{brief}(S) \lim _{n} x_{n}=x_{0}$, if and only if $\lim _{n} y_{m, n}=x_{0}$ for all $m \geq 0$, where $\left(y_{m, n}\right)_{m, n}$ is as in (1).
(f) Fix $x_{0} \in X$. Given $\varepsilon>0$, we say that an integer $m \geq 0$ is $\varepsilon$-stable with respect to a double sequence $\left(y_{m, n}\right)_{m, n}$ if and only if there is an integer $\bar{n}=\bar{n}(\varepsilon, m)$, with the property that $\left\|y_{m, n}-x_{0}\right\| \leq \varepsilon$ for all $n \geq \bar{n}$.

Note that a sequence $\left(x_{n}\right)_{n}$ Singly converges to $x_{0}$ if and only if, for each $\varepsilon>0$, every integer $m \geq 0$ is $\varepsilon$-stable with respect to the double sequence $\left(y_{m, n}\right)_{m, n}$ defined in (11).

We will prove the equivalence between $(A)$ - and $(P S)$-convergence. First, we compare almost and Singly convergences. Of course, $(A)$-convergence implies $(S)$-convergence. We now give an example of sequence, Singly but not almost convergent.
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Example 2.4. Let $X=\mathbb{R}, x_{0}=\frac{1}{2}$, and let us construct a sequence $\left(x_{k}\right)_{k}$ as follows. Set $x_{1}=0$, and for all $n \in \mathbb{N}$ put $x_{k}=1$ if $n^{2}+1 \leq k \leq n^{2}+n$ and $x_{k}=0$ if $n^{2}+n+1 \leq k \leq(n+1)^{2}$. Observe that

$$
\begin{equation*}
\frac{1}{k} \sum_{i=1}^{k} x_{i} \leq \frac{1}{2} \quad \text { for all } \quad k \in \mathbb{N} \tag{2}
\end{equation*}
$$

Moreover, for every $n \in \mathbb{N}$ and $n^{2}+1 \leq k \leq(n+1)^{2}$, we get

$$
\begin{equation*}
\frac{1}{k} \sum_{i=1}^{k} x_{i} \geq \frac{1}{(n+1)^{2}} \sum_{i=1}^{n} i=\frac{n}{2(n+1)} \tag{3}
\end{equation*}
$$

Since $\lim _{n} \frac{n}{2(n+1)}=\frac{1}{2}$, from (2) and (3) it follows that

$$
\begin{equation*}
\lim _{k} y_{0, k}=\lim _{k} \frac{1}{k} \sum_{i=1}^{k} x_{i}=\frac{1}{2} . \tag{4}
\end{equation*}
$$

Set now

$$
\begin{equation*}
S_{m, n}:=n y_{m, n}=\sum_{i=1}^{n} x_{m+i}, \quad m \geq 0, \quad n \geq 1 \tag{5}
\end{equation*}
$$

Let us proceed by induction on $m$. We have proved in (4) that $\lim _{k} y_{0, k}=\frac{1}{2}$. Now suppose that $\lim _{n} y_{m-1, n}=\frac{1}{2}$, and we claim that $\lim _{n} y_{m, n}=\frac{1}{2}$. In this way we will show that $\left(x_{k}\right)_{k}$ Singly converges to $\frac{1}{2}$.

For all $m \geq 0, n \geq 1$ we get

$$
\begin{equation*}
S_{m-1, n+1}-S_{m, n}=\sum_{i=1}^{n+1} x_{m-1+i}-\sum_{i=1}^{n} x_{m+i}=\sum_{i=0}^{n} x_{m+i}-\sum_{i=1}^{n} x_{m+i}=x_{m} \tag{6}
\end{equation*}
$$

and hence

$$
\begin{aligned}
& \lim _{n} y_{m, n}=\lim _{n} \frac{1}{n} S_{m, n}= \lim _{n} \\
& \frac{1}{n-1} S_{m, n-1} \\
&= \lim _{n} \frac{1}{n-1} S_{m-1, n}-\lim _{n} \frac{1}{n-1} x_{m} \\
&=\lim _{n} \frac{1}{n} S_{m-1, n} \cdot \lim _{n} \frac{n}{n-1}=\lim _{n} y_{m-1, n}=\frac{1}{2}
\end{aligned}
$$

by the inductive hypothesis, which gives the claim.
We now prove that $\left(x_{k}\right)_{k}$ does not almost converge to $\frac{1}{2}$. Indeed, let $\varepsilon_{0}=\frac{1}{2}$, and for every $n \in \mathbb{N}$ and $n^{2}+1 \leq k \leq n^{2}+n$, set $m=m(k)=n^{2}$. We have

$$
\left|\frac{x_{m+1}+\cdots+x_{m+n}}{n}-\frac{1}{2}\right|=\frac{1}{2}=\varepsilon_{0} .
$$

Thus we get the assertion.
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We now prove that $(P S)$-convergence implies almost convergence. This will give the equivalence between $(P S)$ - and almost convergence, since the converse implication is obvious.

Theorem 2.5. Let $\left(x_{n}\right)_{n}$ be a sequence in $X$, $(P S)$-convergent to $x_{0} \in X$. Then $\left(x_{n}\right)_{n}$ almost converges to $x_{0}$ (thus ( $P S$ )-convergence is not generated by any matrix summability method-see [12], [15]).

Proof. Observe that, in order to obtain this result, it will be sufficient to show that $(P S)$-convergence implies Single convergence, that is

$$
\begin{equation*}
\lim _{n} y_{m, n}=x_{0} \quad \text { for every } \quad m \geq 0 \tag{7}
\end{equation*}
$$

where $\left(y_{m, n}\right)_{m, n}$ is as in (11). Almost convergence will follow from $(P S)$-convergence and (7).

Indeed, for each $\varepsilon>0$, let $\bar{n}$ be such that

$$
\left\|y_{m, n}-x_{0}\right\| \leq \varepsilon \quad \text { for all } \quad m, n \geq \bar{n}
$$

From (7) it follows that in correspondence with $m=0,1, \ldots, \bar{n}-1$ there is $n_{m} \in \mathbb{N}$ with

$$
\left\|y_{m, n}-x_{0}\right\| \leq \varepsilon \quad \text { for all } \quad n \geq n_{m}
$$

Let $n^{*}:=\max \left\{\bar{n}, n_{0}, n_{1}, \ldots n_{\bar{n}-1}\right\}$. For all $m \geq 0$ and $n \geq n^{*}$, we get

$$
\left\|y_{m, n}-x_{0}\right\| \leq \varepsilon, \quad \text { that is almost convergence. }
$$

Now, to prove (77), it will be sufficient to show that every $m \geq 0$ is $2 \varepsilon$-stable for each $\varepsilon>0$.

Fix arbitrarily $\varepsilon>0$, and set $m=\bar{n}=\bar{n}(\varepsilon)$, where $\bar{n}$ is as in the definition of ( $P S$ )-convergence. So, every integer $q \geq m$ is $\varepsilon$-stable, and hence a fortiori even $2 \varepsilon$-stable.

We now claim that $m-1$ is $\sigma_{1}$-stable for each $\sigma_{1}>\varepsilon$. To this aim, let $S_{m, n}$, $m \geq 0, n \geq 1$, be as in (5). By (6) we get

$$
\begin{aligned}
y_{m-1, n+1} & =\frac{S_{m-1, n+1}}{n+1}=\frac{x_{m}}{n+1}+\frac{S_{m, n}}{n+1} \\
& =\frac{x_{m}}{n+1}-\frac{S_{m, n}}{n(n+1)}+\frac{S_{m, n}}{n}=\frac{x_{m}}{n+1}-\frac{y_{m, n}}{n+1}+y_{m, n}
\end{aligned}
$$

Therefore, taking into account the $\varepsilon$-stability of $m$, there is an integer $\widetilde{n}=\widetilde{n}(m)$ with the property that for all $n \geq \widetilde{n}$ we have

$$
\left\|y_{m-1, n+1}-y_{m, n}\right\| \leq \frac{\left\|x_{m}\right\|}{n+1}+\frac{\left\|y_{m, n}\right\|}{n+1} \leq \frac{\left\|x_{m}\right\|+\left\|x_{0}\right\|+\varepsilon}{n+1} .
$$

Observe that for every $\sigma_{1}>\varepsilon$ there is an integer $\widehat{n}$ large enough, with

$$
\frac{\left\|x_{m}\right\|+\left\|x_{0}\right\|+\varepsilon}{n+1} \leq \sigma_{1}-\varepsilon \quad \text { whenever } \quad n \geq \widehat{n}
$$
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For each $n \geq \max \{\widetilde{n}, \widehat{n}\}$, we get

$$
\left\|y_{m-1, n+1}-x_{0}\right\| \leq\left\|y_{m-1, n+1}-y_{m, n}\right\|+\left\|y_{m, n}-x_{0}\right\| \leq \sigma_{1}-\varepsilon+\varepsilon=\sigma_{1} .
$$

Hence, $m-1$ is $\sigma_{1}$-stable.
Proceeding by a similar argument, it is possible to check that $m-2$ is $\sigma_{2}$-stable for each $\sigma_{2}>\sigma_{1}$. By induction, we obtain that $m-j$ is $\sigma_{j}$-stable for all $\sigma_{j}>\sigma_{j-1}$, $j=3, \ldots, m$. If we take $\sigma_{j}=\varepsilon\left(1+\frac{j}{m}\right), j=1, \ldots, m$, then $\sigma_{m}=2 \varepsilon$, and so we get that every $m \geq 0$ is $2 \varepsilon$-stable.

Thus we obtain (7), and hence almost convergence of the sequence $\left(x_{n}\right)_{n}$.
We now see that, in general, $(A)$ - and $(S)$-convergences do not coincide with $\mathcal{I}$-convergence. We begin by giving an example of sequence, $(A)$-convergent to 0 (and a fortiori $(S)$-convergent to 0 ) but not $\mathcal{I}$-convergent to 0 for any admissible ideal $\mathcal{I}$ of $\mathbb{N}$. Let $X=\mathbb{R}$, and consider the sequence $n \mapsto(-1)^{n}$. Observe that, if $m$ is even, then we get

$$
\sum_{k=1}^{n}(-1)^{k+m}=\sum_{k=1}^{n}(-1)^{k}=\left\{\begin{aligned}
-1 & \text { if } n \text { is odd } \\
0 & \text { if } n \text { is even. }
\end{aligned}\right.
$$

If $m$ is odd, then we have

$$
\sum_{k=1}^{n}(-1)^{k+m}=-\sum_{k=1}^{n}(-1)^{k}= \begin{cases}1 & \text { if } n \text { is odd } \\ 0 & \text { if } n \text { is even }\end{cases}
$$

So for all $m \geq 0, n \geq 1$ we get

$$
\left|\sum_{k=1}^{n}(-1)^{k+m}\right| \leq 1
$$

and hence the sums $\sum_{k=1}^{n}(-1)^{k+m}$ are bounded uniformly with respect to $m$. From this it follows that the sequence $n \mapsto(-1)^{n}$ is almost convergent to 0 .

On the other hand, we claim that this sequence is not $\mathcal{I}$-convergent to 0 for any ideal $\mathcal{I}$ of $\mathbb{N}$. Indeed, let $\varepsilon_{0}=\frac{1}{2}$; we get that $\left\{n \in \mathbb{N}:\left|(-1)^{n}\right|>\varepsilon_{0}\right\}=\mathbb{N} \notin \mathcal{I}$, and thus the claim follows.

In a similar way, given a normed linear space $(X,\|\cdot\|)$ and a fixed element $x_{0} \in X, x_{0} \neq 0$, it is possible to show that the sequence $n \mapsto(-1)^{n} \cdot x_{0}$ is almost convergent to 0 , but is not $\mathcal{I}$-convergent to 0 .

In the following proposition we see that for each ideal $\mathcal{I} \neq \mathcal{I}_{\text {fin }}$ there are sequences $\mathcal{I}$-convergent to a point $x_{0}$, but not $(S)$-convergent to $x_{0}$ (and a fortiori not ( $A$ )-convergent to $x_{0}$ ).

Proposition 2.6. Let $\mathcal{I} \neq \mathcal{I}_{\text {fin }}$ be an ideal of $\mathbb{N}$, $(X,\|\cdot\|)$ be a normed linear space, $X \neq\{0\}$, and $x_{0} \in X$. Then there is a sequence $\left(x_{n}\right)_{n}$ in $X$ with $(\mathcal{I}) \lim _{n} x_{n}=x_{0}$ but not $(S)$-convergent to $x_{0}$.
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Proof. Let $A \in \mathcal{I}$ be an infinite set, $A=\left\{k_{1}<\cdots<k_{n}<\cdots\right\}$. Since $\mathcal{I} \neq \mathcal{I}_{\text {fin }}$, then $A$ does exist. Let us define $f: A \rightarrow \mathbb{N}$ by setting $f\left(k_{n}\right)=\min \{m \in \mathbb{N}: m>$ $\left.k_{n}, m \notin A\right\}, n \in \mathbb{N}$, and let $\varepsilon_{0}>\left\|x_{0}\right\|$. In the first step, pick $z_{1} \in X$ with $\left\|z_{1}-x_{0}\right\|>f\left(k_{1}\right)\left(\varepsilon_{0}+\left\|x_{0}\right\|\right)$. Note that such an element $z_{1}$ does exist, since $\sup \{\|x-y\|: x, y \in X\}=+\infty$. In the second step, choose $z_{2} \in X$ with

$$
\left\|z_{2}-x_{0}\right\|>\left\|z_{1}-x_{0}\right\|+f\left(k_{1}\right)\left(\varepsilon_{0}+\left\|x_{0}\right\|\right)
$$

By proceeding analogously, in the $n$th step we can find an element $z_{n} \in X$ with

$$
\begin{equation*}
\left\|z_{n}-x_{0}\right\|>\left\|z_{1}-x_{0}\right\|+\left\|z_{2}-x_{0}\right\|+\cdots+\left\|z_{n-1}-x_{0}\right\|+f\left(k_{n}\right)\left(\varepsilon_{0}+\left\|x_{0}\right\|\right) \tag{8}
\end{equation*}
$$

Now, let us define $x_{m}=z_{n}$ if $m=k_{n}, n \in \mathbb{N}$, and $x_{m}=x_{0}$ if $m \notin A$. By construction, it is easy to see that $(\mathcal{I}) \lim _{m} x_{m}=x_{0}$.

We now prove that the sequence $\left(x_{m}\right)_{m}$ does not $(S)$-converge to $x_{0}$. Choose $m=0$, fix arbitrarily $n \in \mathbb{N}$ and let $p=k_{n}$; we have $f\left(k_{n}\right)>k_{n}=p$. Moreover, we get

$$
\begin{aligned}
x_{m+1}+\cdots+x_{m+p} & =x_{1}+\cdots+x_{k_{n}} \\
& =x_{k_{1}}+\cdots+x_{k_{n}}+x_{l_{1}}+\cdots+x_{l_{n^{\prime}}} \\
& =z_{1}+\cdots+z_{n}+n^{\prime} x_{0}
\end{aligned}
$$

(where $l_{1}, \ldots, l_{n^{\prime}}$ are suitable elements of $\mathbb{N} \backslash A$ ). Taking (8) into account, we have

$$
\begin{aligned}
& \left\|\frac{x_{1}+\cdots+x_{p}}{p}-x_{0}\right\| \\
& =\left\|\frac{x_{k_{1}}+\cdots+x_{k_{n}}+\left(n^{\prime}-p\right) x_{0}}{p}\right\| \\
& =\frac{1}{p}\left\|z_{1}+\cdots+z_{n}-n x_{0}\right\| \\
& =\frac{1}{p}\left\|\left(z_{1}-x_{0}\right)+\cdots+\left(z_{n}-x_{0}\right)\right\| \\
& \geq \frac{1}{p}\left(\left\|z_{n}-x_{0}\right\|-\left\|z_{1}-x_{0}\right\|-\cdots-\left\|z_{n-1}-x_{0}\right\|\right) \\
& \geq \frac{1}{p}\left(f\left(k_{n}\right)\left(\varepsilon_{0}+\left\|x_{0}\right\|\right)+\left\|z_{1}-x_{0}\right\|+\left\|z_{2}-x_{0}\right\|+\cdots+\left\|z_{n-1}-x_{0}\right\|\right. \\
& \left.\quad-\left\|z_{1}-x_{0}\right\|-\left\|z_{2}-x_{0}\right\|-\cdots-\left\|z_{n-1}-x_{0}\right\|\right) \\
& >\frac{1}{p} \cdot p \cdot\left(\varepsilon_{0}+\left\|x_{0}\right\|\right)=\varepsilon_{0}+\left\|x_{0}\right\| \geq \varepsilon_{0} .
\end{aligned}
$$

Thus the sequence $\left(x_{n}\right)_{n}$ is not $(S)$-convergent to 0 . This completes the proof.

## 3. Modes of continuity

In this section we deal with modes of continuity using almost and ideal convergence. Let $\mathcal{I}$ be a fixed admissible ideal of $\mathbb{N}$.

Definitions 3.1. Let $(X,\|\cdot\|),(Y,\|\cdot\|)$ be two normed linear spaces, $X$, $Y \neq\{0\}, f: X \rightarrow Y$ be a function and $x_{0} \in X$. We say that $f$ is:

- $A_{1}$-continuous at $x_{0}$, if and only if $\lim _{n} f\left(x_{n}\right)=f\left(x_{0}\right)$ (in the usual sense) whenever $(A) \lim _{n} x_{n}=x_{0}$;
- $A_{1}$-continuous on $X$, if and only if $f$ is $A_{1}$-continuous at each $x_{0} \in X$;
- $A_{2}$-continuous at $x_{0}$, if and only if $(A) \lim _{n} f\left(x_{n}\right)=f\left(x_{0}\right)$ whenever $\lim _{n} x_{n}=x_{0}$;
- $A_{2}$-continuous on $X$, if and only if $f$ is $A_{2}$-continuous at each $x_{0} \in X$;
- $A_{3}$-continuous at $x_{0}$, if and only if $(A) \lim _{n} f\left(x_{n}\right)=f\left(x_{0}\right)$ whenever $(A) \lim _{n} x_{n}=x_{0}$;
- $A_{3}$-continuous on $X$, if and only if $f$ is $A_{3}$-continuous at each $x_{0} \in X$;
- $\mathcal{I}$-continuous at $x_{0}$, if and only if $(\mathcal{I}) \lim _{n} f\left(x_{n}\right)=f\left(x_{0}\right)$ whenever $(\mathcal{I}) \lim _{n} x_{n}=x_{0}$;
- $\mathcal{I}$-continuous on $X$, if and only if $f$ is $\mathcal{I}$-continuous at each $x_{0} \in X$;
- AI-continuous at $x_{0}$, if and only if $(\mathcal{I}) \lim _{n} f\left(x_{n}\right)=f\left(x_{0}\right)$ whenever $(A) \lim _{n} x_{n}=x_{0}$;
- AI-continuous on $X$, if and only if $f$ is $A \mathcal{I}$-continuous at each $x_{0} \in X$;
- IA-continuous at $x_{0}$, if and only if $(A) \lim _{n} f\left(x_{n}\right)=f\left(x_{0}\right)$ whenever $(\mathcal{I}) \lim _{n} x_{n}=x_{0}$;
- IA-continuous on $X$, if and only if $f$ is $\mathcal{I} A$-continuous at each $x_{0} \in X$.

Remark 3.2. Observe that $\mathcal{I}$-continuity is equivalent to the usual continuity (see [11, Proposition 3.3]), and that $A \mathcal{I}_{\text {fin }}$ and $\mathcal{I}_{\text {fin }} A$-continuity coincide with $A_{1^{-}}$and $A_{2}$-continuity, respectively.

Moreover, since usual convergence implies ( $A$ )-convergence (see also [12]), then clearly both ordinary and $A_{3}$-continuity at a point $x_{0} \in X$ imply $A_{2}$-continuity at $x_{0}$, and $A_{1}$-continuity at $x_{0}$ implies usual continuity at $x_{0}$.

We now prove the following.
Proposition 3.3. Let $f: X \rightarrow Y$ be a function, and $\mathcal{I}$ be a $P$-ideal of $\mathbb{N}$. If $f$ is $A \mathcal{I}$-continuous at a point $x_{0} \in X$, then $f$ is constant.

Proof. First of all observe that, in order to prove the proposition, it is enough to check that $f\left(z+x_{0}\right)=f\left(x_{0}\right)$ for all $z \in X$.
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Let $\mathbb{E}$ be the set of all even natural numbers. We first consider the case in which $\mathbb{E} \notin \mathcal{I}$ and $\mathbb{N} \backslash \mathbb{E} \notin \mathcal{I}$. Let $z \in X$ be arbitrarily fixed, set $z_{n}=z+x_{0}$ if and only if $n \in \mathbb{E}$ and $z_{n}=-z+x_{0}$ if and only if $n \in \mathbb{N} \backslash \mathbb{E}$. By construction, it is not difficult to see that $(A) \lim _{n} z_{n}=x_{0}$. Since $f$ is $A \mathcal{I}$-continuous at $x_{0}$, we get $(\mathcal{I}) \lim _{n} f\left(z_{n}\right)=f\left(x_{0}\right)$. Since $\mathcal{I}$ is a $P$-ideal, there exists a set $P \in \mathcal{F}$, where $\mathcal{F}$ is the dual filter associated with $\mathcal{I}, P=\left\{k_{1}<\cdots<k_{n}<\cdots\right\}$, with the property that $\lim _{n} f\left(z_{k_{n}}\right)=f\left(x_{0}\right)$ in the usual sense (see also [11]). By Proposition 2.2 we get that both $P \cap \mathbb{E}$ and $P \backslash \mathbb{E}$ are infinite. So there exists a strictly increasing sequence $\left(l_{n}\right)_{n}$ in $\mathbb{N}$ with $k_{l_{n}} \in \mathbb{E}$ for all $n \in \mathbb{N}$. Thus $f\left(x_{0}\right)=\lim _{n} f\left(z_{k_{n}}\right)=f\left(z+x_{0}\right)$, and hence $f$ is constant on $X$, by arbitrariness of $z$.

If $\mathbb{N} \backslash \mathbb{E} \in \mathcal{I}$, then $\mathbb{E} \in \mathcal{F}$. Fix arbitrarily $z \in X$ and let us proceed analogously as above. In this case we obtain that $P \cap \mathbb{E} \in \mathcal{F}$, and hence it is infinite. So we get $f\left(x_{0}\right)=f\left(z+x_{0}\right)$, and thus $f$ is constant, since $z$ was chosen arbitrarily.

If $\mathbb{E} \in \mathcal{I}$, then $\mathbb{N} \backslash \mathbb{E} \in \mathcal{F}$. By exchanging the roles of $\mathbb{E}$ and $\mathbb{N} \backslash \mathbb{E}$, we get that $P \backslash \mathbb{E} \in \mathcal{F}$, and so it is infinite. Thus we obtain the existence of a strictly increasing sequence $\left(l_{n}\right)_{n}$ in $\mathbb{N}$ with $k_{l_{n}} \in \mathbb{N} \backslash \mathbb{E}$ for all $n \in \mathbb{N}$. Hence, $f\left(x_{0}\right)=f\left(-z+x_{0}\right)$, and so again we get that $f$ is constant on $X$, thanks to arbitrariness of $z$. This finishes the proof.

As a consequence of Proposition 3.3, we have
Corollary 3.4. If $f: X \rightarrow Y$ is $A_{1}$-continuous at a point $x_{0} \in X$, then $f$ is constant. Thus a continuous and not constant function is not $A_{1}$-continuous.

Proposition 3.5. Let $X, Y$ be two normed linear spaces, $\mathcal{I} \neq \mathcal{I}_{\text {fin }}$ be an admissible ideal of $\mathbb{N}$ and $f: X \rightarrow Y$ be an $\mathcal{I} A$-continuous function on $X$ (that is, $f$ is $\mathcal{I} A$-continuous at each $x \in X$ ). Then $f$ is bounded (that is, $f(X)$ is a bounded set in $Y$ ).

Proof. Let $f(X)$ be not bounded. Since $\mathcal{I} \neq \mathcal{I}_{\text {fin }}$ there is an infinite set $K=$ $\left\{k_{1}<k_{2}<\ldots\right\}$ such that $K \in \mathcal{I}$. Let $x_{0} \in X$. We proceed as in the proof of Proposition 2.6. Then we can construct a sequence $\left(y_{n}\right)_{n} \subseteq f(X)$ as follows

$$
y_{n}=\left\{\begin{aligned}
f\left(x_{0}\right), & n \notin K, \\
z_{m}, & n \in K, \quad n=k_{m}, \quad m \in \mathbb{N}
\end{aligned}\right.
$$

and such that $y_{n} \stackrel{A}{\rightarrow} f\left(x_{0}\right)$. But $y_{n} \xrightarrow{\boldsymbol{I}} f\left(x_{0}\right)$ and since $y_{n} \in f(X)$ for all $n \in \mathbb{N}$, it follows that there exists a sequence $\left(x_{n}^{\prime}\right)_{n} \subseteq X$ such that $y_{n}=f\left(x_{n}^{\prime}\right)$ for every $n \in \mathbb{N}$. We set $\left(x_{n}\right)_{n} \subseteq X$ as follows

$$
x_{n}=\left\{\begin{aligned}
x_{0}, & n \notin K, \\
x_{n}^{\prime}, & n \in K, \quad n=k_{m}, \quad m \in \mathbb{N} .
\end{aligned}\right.
$$

So, if $n \in \mathbb{N}$, then we have the following cases:
(i) $n \in K=\left\{k_{m}: m \in \mathbb{N}\right\} \Rightarrow x_{n}=x_{n}^{\prime} \Rightarrow f\left(x_{n}\right)=f\left(x_{n}^{\prime}\right)=y_{n}$;
(ii) $n \notin K=\left\{k_{m}: m \in \mathbb{N}\right\} \Rightarrow x_{n}=x_{0} \Rightarrow f\left(x_{n}\right)=f\left(x_{0}\right)=y_{n}$.

Hence $y_{n}=f\left(x_{n}\right)$ for any $n \in \mathbb{N}$. Moreover, by construction we have that

$$
x_{n} \xrightarrow{\mathcal{I}} x_{0} \quad \text { but } \quad f\left(x_{n}\right)=y_{n} \stackrel{A}{\nrightarrow} f\left(x_{0}\right) .
$$

This contradicts the hypothesis of $\mathcal{I} A$-continuity of $f$ at $x_{0}$. Since $x_{0}$ was chosen arbitrarily, it follows that $f(X)$ is a bounded set. Thus the proof is completed.

Corollary 3.6. Every continuous and not bounded function is not $\mathcal{I} A$-continuous for $\mathcal{I} \neq \mathcal{I}_{\text {fin }}$.

The following notion will be useful to prove some properties of $\mathcal{I} A$-continuous functions.

Definition 3.7. A function $f: X \rightarrow Y$ is locally bounded at a point $x_{0} \in X$, if and only if there are two positive real numbers $\delta, M$ with $\|f(x)\| \leq M$ whenever $x \in X,\left\|x-x_{0}\right\|<\delta$.

Proposition 3.8. Every function $f: X \rightarrow Y$, $A_{2}$-continuous at a point $x_{0} \in X$, is locally bounded at $x_{0}$.

Proof. If we deny the thesis, then for each $\delta$ and $M>0$ there exists $\bar{x} \in X$ with $\left\|\bar{x}-x_{0}\right\|<\delta$ and $\|f(\bar{x})\|>M$. So, in correspondence with $\delta=1$ and $M=1+\left\|f\left(x_{0}\right)\right\|$ there is $x_{1} \in X$ with $\left\|x_{1}-x_{0}\right\|<1$ and $\left\|f\left(x_{1}\right)\right\|>1+\left\|f\left(x_{0}\right)\right\|$. To $\delta=1 / 2$ and $M=2+\left\|f\left(x_{1}\right)\right\|+2\left\|f\left(x_{0}\right)\right\|$ there corresponds an element $x_{2} \in X$ with $\left\|x_{2}-x_{0}\right\|<1 / 2$ and $\left\|f\left(x_{2}\right)\right\|>2+\left\|f\left(x_{1}\right)\right\|+2\left\|f\left(x_{0}\right)\right\|$. So, in the $m+n$th step an element $x_{m+n} \in X$ can be found, with $\left\|x_{m+n}-x_{0}\right\|<\frac{1}{m+n}$ and

$$
\begin{align*}
\left\|f\left(x_{m+n}\right)\right\|> & (m+n)+\left\|f\left(x_{1}\right)\right\|+\cdots+\left\|f\left(x_{m}\right)\right\| \\
& \quad+\left\|f\left(x_{m+1}\right)\right\|+\cdots+\left\|f\left(x_{m+n-1}\right)\right\|+(m+n)\left\|f\left(x_{0}\right)\right\| \\
> & n+\left\|f\left(x_{m+1}\right)\right\|+\cdots+\left\|f\left(x_{m+n-1}\right)\right\|+n\left\|f\left(x_{0}\right)\right\| . \tag{9}
\end{align*}
$$

Note that $\left\|x_{n}-x_{0}\right\|<1 / n$ for all $n \in \mathbb{N}$, and hence $\lim _{n} x_{n}=x_{0}$ in the usual sense. Taking (9) into account, for all $m, n \in \mathbb{N}$ we have:

$$
\begin{aligned}
& \left\|\frac{f\left(x_{m+1}\right)+\cdots+f\left(x_{m+n}\right)}{n}-f\left(x_{0}\right)\right\| \\
& =\left\|\frac{\left[f\left(x_{m+1}\right)-f\left(x_{0}\right)\right]+\cdots+\left[f\left(x_{m+n}\right)-f\left(x_{0}\right)\right]}{n}\right\| \\
& \geq \frac{1}{n}\left(\left\|f\left(x_{m+n}\right)-f\left(x_{0}\right)\right\|-\left\|f\left(x_{m+1}\right)-f\left(x_{0}\right)\right\|-\cdots-\left\|f\left(x_{m+n-1}\right)-f\left(x_{0}\right)\right\|\right)
\end{aligned}
$$

$$
\begin{aligned}
& \geq \frac{1}{n}\left(\left\|f\left(x_{m+n}\right)\right\|-\left\|f\left(x_{m+1}\right)\right\|-\cdots-\left\|f\left(x_{m+n+1}\right)\right\|-n\left\|f\left(x_{0}\right)\right\|\right) \\
& \geq \frac{1}{n}\left(n+\left\|f\left(x_{m+1}\right)\right\|+\cdots+\left\|f\left(x_{m+n+1}\right)\right\|+n\left\|f\left(x_{0}\right)\right\|\right. \\
& \left.\quad-\left\|f\left(x_{m+1}\right)\right\|-\cdots-\left\|f\left(x_{m+n+1}\right)\right\|-n\left\|f\left(x_{0}\right)\right\|\right)=\frac{1}{n} \cdot n=1
\end{aligned}
$$

Thus we obtain that the sequence $\left(f\left(x_{n}\right)\right)_{n}$ does not $(A)$-converge to $f\left(x_{0}\right)$. Hence, $f$ is not $A_{2}$-continuous at $x_{0}$, a contradiction.

We now give a condition under which $\mathcal{I} A$-continuity implies usual continuity. Let $(\sigma)$ be a mode of convergence, with the property that a sequence $\left(x_{n}\right)_{n}$ in $X(\sigma)$-converges to $x_{0} \in X$ whenever $\lim _{n} x_{n}=x_{0}$ in the usual sense. Almost, Single and ideal convergence are examples of $(\sigma)$-convergences.
Theorem 3.9. Let $X, Y$ be two normed linear spaces with $X, Y \neq\{0\}$ and $\operatorname{dim} Y<\infty$, and $x_{0} \in X$. Assume that $f: X \rightarrow Y$ is locally bounded at $x_{0}$. Moreover, suppose that $\left(f\left(x_{n}\right)\right)_{n}(\sigma)$-converges to $f\left(x_{0}\right)$ whenever $\left(x_{n}\right)_{n}$ is a sequence in $X$, convergent to $x_{0}$ in the ordinary sense and with $x_{l} \neq x_{s}$ for all $l \neq s$.

Then $f$ is continuous at $x_{0}$ in the usual sense.
Proof. By contradiction, suppose that $f$ is not continuous at $x_{0}$. There exists a positive real number $\varepsilon_{0}$ with the property that for every $\tau>0$ there is $x_{\tau} \in X$ with $\left\|x_{\tau}-x_{0}\right\|<\tau$ and $\left\|f\left(x_{\tau}\right)-f\left(x_{0}\right)\right\| \geq \varepsilon_{0}$. We construct a sequence $\left(x_{n}\right)_{n}$ in $X$ as follows. In the first step, pick an $x_{1} \in X$ with

$$
\left\|x_{1}-x_{0}\right\|<1 \quad \text { and } \quad\left\|f\left(x_{1}\right)-f\left(x_{0}\right)\right\| \geq \varepsilon_{0}
$$

Note that $x_{1} \neq x_{0}$. In the second step, choose an $x_{2} \in X$ with

$$
\left\|x_{2}-x_{0}\right\|<\min \left(\frac{\left\|x_{1}-x_{0}\right\|}{2}, \frac{1}{2}\right) \quad \text { and } \quad\left\|f\left(x_{2}\right)-f\left(x_{0}\right)\right\| \geq \varepsilon_{0}
$$

and observe that $x_{2} \neq x_{1}$ and $x_{2} \neq x_{0}$. Proceeding by induction, in the $n$th step, pick an element $x_{n} \in X$ with

$$
\left\|x_{n}-x_{0}\right\|<\min \left(\frac{\left\|x_{n-1}-x_{0}\right\|}{2}, \frac{1}{n}\right) \quad \text { and } \quad\left\|f\left(x_{n}\right)-f\left(x_{0}\right)\right\| \geq \varepsilon_{0} .
$$

It is not difficult to check that $x_{n} \neq x_{0}$ for all $n \in \mathbb{N}$ and $x_{l} \neq x_{s}$ whenever $l \neq s$. Note that the sequence $\left(x_{n}\right)_{n}$ converges to $x_{0}$ in the usual sense. By the assumption, $f$ is locally bounded at $x_{0}$, and hence there exist $\delta>0$, $M>0$ with $\|f(x)\| \leq M$ whenever $x \in X,\left\|x-x_{0}\right\|<\delta$. Since $\lim _{n} x_{n}=x_{0}$ in the ordinary sense, in correspondence with this positive real number $\delta$ there is $n_{0} \in \mathbb{N}$ with $\left\|x_{n}-x_{0}\right\|<\delta$ for all $n \geq n_{0}$. For each $n \in \mathbb{N}$, set $y_{n}=x_{n_{0}+n}$. Note that $\lim _{n} y_{n}=x_{0}$ in the usual sense, $\left\|f\left(y_{n}\right)-f\left(x_{0}\right)\right\| \geq \varepsilon_{0}$ for all $n \in \mathbb{N}$ and $\left\|f\left(y_{n}\right)\right\| \leq M$ for every $n \in \mathbb{N}$. Let $B_{M} \subset Y$ be the closed ball of center 0 and
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radius $M$. Since $\operatorname{dim} Y<\infty, B_{M}$ is compact, and so there are a strictly increasing sequence $\left(n_{k}\right)_{k}$ in $\mathbb{N}$ and an element $y_{0} \in B_{M}$ with $\lim _{k} f\left(y_{n_{k}}\right)=y_{0}$. Since $\left\|f\left(y_{n}\right)-f\left(x_{0}\right)\right\| \geq \varepsilon_{0}$ for each $n \in \mathbb{N}$, then $y_{0} \neq f\left(x_{0}\right)$. Note that $\lim _{n} y_{n}=x_{0}$ and hence $\lim _{k} y_{n_{k}}=x_{0}$. By hypothesis, we get

$$
(\sigma) \lim _{k} f\left(y_{n_{k}}\right)=f\left(x_{0}\right)
$$

On the other hand, since $\lim _{k} f\left(y_{n_{k}}\right)=y_{0}$, we also have

$$
(\sigma) \lim _{k} f\left(y_{n_{k}}\right)=y_{0}
$$

Thus $y_{0}=f\left(x_{0}\right)$, a contradiction.
A consequence of Proposition 3.8 and Theorem 3.9 is the following.
Corollary 3.10. Let $X, Y$ be two normed linear spaces as in Theorem 3.9. If $f: X \rightarrow Y$ is $A_{2}$-continuous or $\mathcal{I} A$-continuous at $x_{0}$, then $f$ is continuous at $x_{0}$ in the ordinary sense.

Remark 3.11. Observe that, if $X \neq\{0\}$ is any normed linear space, then the identity function id: $X \rightarrow X$ is continuous in the usual sense, $A_{2}$ and $A_{3^{-}}$ -continuous, but not $\mathcal{I} A$-continuous at any point $x_{0} \in X$ for every $\mathcal{I} \neq \mathcal{I}_{\text {fin }}$, thanks to Proposition 2.6 ,

The following example shows that, in general, the hypothesis $\operatorname{dim} Y<\infty$ in Theorem 3.9 cannot be dropped.

Example 3.12. Let $X=\mathbb{R}, Y=l^{2}$ be the space of all real sequences $\left(x_{n}\right)_{n}$ with the property that

$$
\sum_{n=1}^{\infty} x_{n}^{2}<+\infty
$$

Let $\mathbb{Q}$ be the set of all rational numbers, $\mathbb{Q}:=\left\{r_{n}: n \in \mathbb{N}\right\}$. For each $n \in \mathbb{N}$, let $e_{n}$ be the element of $l^{2}$ whose $n$th coordinate is 1 and the other coordinates equal to 0 , and let us define $f: \mathbb{R} \rightarrow l^{2}$ as follows:

$$
\begin{cases}f(0)=0, & \\ f(x)=e_{n} & \text { if } x=r_{n}, x \neq 0 \\ f(x)=0 & \text { if } x \in \mathbb{R} \backslash \mathbb{Q}\end{cases}
$$

Note that $f$ is not continuous at 0 in the usual sense. Indeed, let $\left(x_{n}\right)_{n}$ be any sequence of rational numbers, convergent to 0 and with $x_{n} \neq 0$ for every $n \in \mathbb{N}$. There is a sequence $\left(i_{n}\right)_{n}$ in $\mathbb{N}$ with $x_{n}=r_{i_{n}}$ for all $n \in \mathbb{N}$, and hence

$$
\left\|f\left(x_{n}\right)-f(0)\right\|_{2}=\left\|f\left(x_{n}\right)\right\|_{2}=\left\|e_{i_{n}}\right\|_{2}=1 \quad \text { for all } \quad n \in \mathbb{N} .
$$

So $f$ is not continuous at 0 in the ordinary sense.
We now prove that the sequence $\left(f\left(x_{n}\right)\right)_{n}(A)$-converges to 0 for any sequence $\left(x_{n}\right)_{n}$ in $\mathbb{R}$ with $x_{l} \neq x_{s}$ for all $l \neq s$.

## MODES OF CONTINUITY INVOLVING ALMOST AND IDEAL CONVERGENCE

Fix arbitrarily $\varepsilon>0$, and let $p_{0} \in \mathbb{N}$ be with $p_{0}>\frac{1}{\varepsilon^{2}}$. Choose arbitrarily $p \geq p_{0}$ and $n \in \mathbb{N}$. In correspondence with $n$ and $p$, denote by $r_{i_{1}}, \ldots, r_{i_{q}}$ those elements of the type $x_{n+j}$, with $x_{n+j} \in \mathbb{Q} \backslash\{0\}, j=1, \ldots, p$, provided that they exist. Since the $x_{n}$ 's are distinct, we get

$$
\begin{aligned}
\left\|\frac{f\left(x_{n+1}\right)+\cdots+f\left(x_{n+p}\right)}{p}\right\|_{2} & =\frac{1}{p}\left\|e_{i_{1}}+\cdots+e_{i_{q}}\right\|_{2} \\
& =\frac{1}{p} q^{1 / 2} \leq \frac{1}{\sqrt{p}} \leq \frac{1}{\sqrt{p_{0}}}<\varepsilon .
\end{aligned}
$$

If $x_{n+j} \notin \mathbb{Q} \backslash\{0\}$ for all $j=1, \ldots, p$, then we have

$$
\left\|\frac{f\left(x_{n+1}\right)+\cdots+f\left(x_{n+p}\right)}{p}\right\|_{2}=0 .
$$

In both cases, we obtain almost convergence to 0 of the sequence $\left(f\left(x_{n}\right)\right)_{n}$.
Remarks 3.13. (a) Observe that in the argument of Example 3.12, in general, the condition that the elements $x_{n}$ of the involved sequence are distinct, cannot be dropped.

Indeed, for each $n \in \mathbb{N}$ and $2^{n-1} \leq k<2^{n}-1$, set $x_{k}=\frac{1}{n}$, and choose $m=0$. Of course, $\left(x_{k}\right)_{k}$ converge to 0 in the usual sense. Let $\frac{1}{n}=r_{i_{n}}, n \in \mathbb{N}$. We get

$$
\begin{aligned}
\left\|f\left(x_{1}\right)+\cdots+f\left(x_{2^{n}-1}\right)\right\|_{2} & =\left\|\sum_{k=0}^{n-1} 2^{k} e_{i_{k}}\right\|_{2} \\
& =\sqrt{\sum_{k=0}^{n-1}\left(2^{k}\right)^{2}}=\sqrt{\sum_{k=0}^{n-1} 4^{k}}=\sqrt{\frac{4^{n}-1}{3}},
\end{aligned}
$$

and hence

$$
\begin{aligned}
\lim _{n}\left\|\frac{f\left(x_{1}\right)+\cdots+f\left(x_{2^{n}-1}\right)}{2^{n}-1}\right\|_{2} & =\lim _{n} \frac{1}{2^{n}-1} \cdot \sqrt{\frac{4^{n}-1}{3}} \\
& =\lim _{n} \sqrt{\frac{4^{n}-1}{3\left(4^{n}-2^{n+1}+1\right)}}=\sqrt{\frac{1}{3}} .
\end{aligned}
$$

Thus the sequence $\left(f\left(x_{k}\right)\right)_{k}$ does not Singly converge to 0 , and a fortiori it does not almost converge to 0 .
(b) All above results of Section 3 hold, even if in Definitions 3.1 almost convergence is replaced with Single convergence, and the techniques of the proofs are the same.

Let now $\mathcal{I}_{u}$ be the ideal of all subsets of $\mathbb{N}$ having Banach (or uniform) density zero. We have the following.
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Proposition 3.14. Let $X$ be a normed linear space, $x_{0} \in X$ and $x=\left(x_{n}\right)_{n}$ be a bounded sequence in $X$, such that $\left(\mathcal{I}_{u}\right) \lim _{n} x_{n}=x_{0}$. Then, $(A) \lim _{n} x_{n}=x_{0}$.

Proof. Put $M=\|x\|_{\infty}+\left\|x_{0}\right\|$, where $\|x\|_{\infty}$ denotes the supremum norm of $\left(x_{n}\right)_{n}$. For each $\varepsilon>0$ and $m, n \in \mathbb{N}$ set

$$
B_{m, n}^{(\varepsilon)}=\left\{m+1 \leq k \leq m+n:\left\|x_{k}-x_{0}\right\| \geq \frac{\varepsilon}{2}\right\} .
$$

By hypothesis, we get that $\lim _{n} \frac{\sharp\left(B_{m, n}^{(\varepsilon)}\right)}{n}=0$ uniformly with respect to $m \geq 0$, where $\sharp$ denotes the cardinality of the set into brackets, and thus there exists an $N=N(\varepsilon) \in \mathbb{N}$ with

$$
\begin{equation*}
\frac{\sharp\left(B_{m, n}^{(\varepsilon)}\right)}{n} \leq \frac{\varepsilon}{2 M} \tag{10}
\end{equation*}
$$

for all $n \geq N(\varepsilon)$ and $m \geq 0$.
By (10), for each $n \geq N(\varepsilon)$ and $m \geq 0$ we get

$$
\begin{aligned}
0 & \leq\left\|\frac{\sum_{k=m+1}^{m+n} x_{k}}{n}-x_{0}\right\|=\left\|\frac{\sum_{k=m+1}^{m+n} x_{k}-n x_{0} \|}{n}\right\|=\left\|\frac{\sum_{k=m+1}^{m+n}\left(x_{k}-x_{0}\right)}{n}\right\| \\
& \leq \frac{\sum_{k=m+1}^{m+n}\left\|x_{k}-x_{0}\right\|}{n}=\frac{1}{n}\left(\sum_{k \in B_{m, n}^{(\varepsilon)}}\left\|x_{k}-x_{0}\right\|+\sum_{\substack{k \notin B_{m}^{(\varepsilon), n} \\
m+1 \leq k \leq m+n}}\left\|x_{k}-x_{0}\right\|\right) \\
& \leq \frac{M \sharp\left(B_{m, n}^{(\varepsilon)}\right)}{n}+\frac{1}{n} \frac{n \varepsilon}{2} \leq \frac{\varepsilon}{2}+\frac{\varepsilon}{2}=\varepsilon,
\end{aligned}
$$

taking into account that

$$
\left\|x_{k}-x_{0}\right\| \leq\left\|x_{k}\right\|+\left\|x_{0}\right\| \leq\|x\|_{\infty}+\left\|x_{0}\right\|=M
$$

for all $k \in \mathbb{N}$, and consequently $(A) \lim _{n} x_{n}=x_{0}$. So the proof is complete.
A consequence of Proposition 3.14 is the following.
Corollary 3.15. Let $f: X \rightarrow Y$ be a bounded continuous function. Then $f$ is $\mathcal{I}_{u} A$-continuous on $X$.

Proof. Let $x_{0} \in X$ and $\left(x_{n}\right)_{n}$ be a sequence in $X,\left(\mathcal{I}_{u}\right)$-convergent to $x_{0} \in X$. Since $f$ is continuous, the sequence $\left(f\left(x_{n}\right)\right)_{n}\left(\mathcal{I}_{u}\right)$-converges to $f\left(x_{0}\right)$ (see Remark (3.2). But $f$ is bounded, and thus $\left(f\left(x_{n}\right)\right)_{n}$ is a bounded sequence in $Y$. By Proposition 3.14 we get that $(A) \lim _{n} x_{n}=x_{0}$. This concludes the proof.

## MODES OF CONTINUITY INVOLVING ALMOST AND IDEAL CONVERGENCE

Remark 3.16. By a similar argument, we can prove that for any normed linear spaces $X, Y$ and any bounded sequence $\left(x_{n}\right)_{n}$ in $X$ with $\left(\mathcal{I}_{d}\right) \lim _{n} x_{n}=x_{0}$ (where $\mathcal{I}_{d}$ is the ideal of all subsets of $\mathbb{N}$ of asymptotic density zero) we get that (S) $\lim _{n} x_{n}=x_{0}$, and consequently any bounded continuous function $f: X \rightarrow Y$ is $\mathcal{I}_{d} S$-continuous on $X$ (compare with Proposition [2.6).

We now recall the following (see also [14]).
Definition 3.17. Let $X \neq \emptyset$ be a set and $f, f_{n}(n \in \mathbb{N})$, be real-valued functions defined on $X$. We say that the sequence $\left(f_{n}\right)_{n}$ converges uniformly equally to $f$ on $X$, and we write $f_{n} \xrightarrow{\text { u.e. }} f$, if and only if there exist $\left(\varepsilon_{n}\right)_{n} \in c_{0}^{+}(=$the positive elements of the space of all sequences convergent to zero) and a natural number $k=k\left[\left(\varepsilon_{n}\right)_{n}\right]$ such that

$$
\sharp\left(\left\{n \in \mathbb{N}:\left|f_{n}(x)-f(x)\right| \geq \varepsilon_{n}\right\}\right) \leq k \quad \text { for all } \quad x \in X,
$$

where $\sharp$ denotes the cardinality of the set into brackets.
Remark 3.18. A similar definition can be stated when $(\mathbb{R},|\cdot|)$ is replaced with an arbitrary normed linear space $(Y,\|\cdot\|)$.

Thus we can formulate the following.
Definitions 3.19. Let $X, Y$ be two normed linear spaces, $x_{0} \in X$ and $\mathcal{I}$ be an admissible ideal of $\mathbb{N}$. Then:
(i) If $\left(x_{n}\right)_{n}$ is a sequence in $X$ and $\phi_{n}, \phi: \mathbb{N} \rightarrow X$,

$$
\phi_{n}(m)=\frac{x_{m+1}+\cdots+x_{m+n}}{n},
$$

$\phi(m)=x_{0}$ for every $n, m \in \mathbb{N}$, then we say that $\left(x_{n}\right)_{n}$ converges Lorentz uniformly equally to $x_{0}$, and we write $x_{n} \xrightarrow{\text { Au.e. }} x_{0}$, if and only if $\phi_{n} \xrightarrow{\text { u.e. }} \phi$.
(ii) If $f: X \rightarrow Y$ is a function, then we say that $f$ is:

- $B_{1}$-continuous at $x_{0}$, if and only if $\lim _{n} f\left(x_{n}\right)=f\left(x_{0}\right)$ whenever (Au.e.) $\lim _{n} x_{n}=x_{0}$;
- $B_{1}$-continuous on $X$, if and only if $f$ is $B_{1}$-continuous at each $x_{0} \in X$;
- $B_{2}$-continuous at $x_{0}$, if and only if $($ Au.e. $) \lim _{n} f\left(x_{n}\right)=f\left(x_{0}\right)$ whenever $\lim _{n} x_{n}=x_{0}$;
- $B_{2}$-continuous on $X$, if and only if $f$ is $B_{2}$-continuous at each $x_{0} \in X$;
- $B_{3}$-continuous at $x_{0}$, if and only if $($ Au.e. $) \lim _{n} f\left(x_{n}\right)=f\left(x_{0}\right)$ whenever (Au.e.) $\lim _{n} x_{n}=x_{0}$;
- $B_{3}$-continuous on $X$, if and only if $f$ is $B_{3}$-continuous at each $x_{0} \in X$;
- BI-continuous at $x_{0}$, if and only if $(\mathcal{I}) \lim _{n} f\left(x_{n}\right)=f\left(x_{0}\right)$ whenever (Au.e.) $\lim _{n} x_{n}=x_{0}$;
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- Bİ-continuous on $X$, if and only if $f$ is $B \mathcal{I}$-continuous at each $x_{0} \in X$;
- IB-continuous at $x_{0}$, if and only if $($ Au.e. $) \lim _{n} f\left(x_{n}\right)=f\left(x_{0}\right)$ whenever (I) $\lim _{n} x_{n}=x_{0}$;
- $\mathcal{I B}$-continuous on $X$, if and only if $f$ is $\mathcal{I} B$-continuous at each $x_{0} \in X$.

Remark 3.20. Observe that $B \mathcal{I}_{\text {fin }}$ - and $\mathcal{I}_{\text {fin }} B$-continuity coincide with $B_{1^{-}}$and $B_{2}$-continuity, respectively.

## Open problems:

(a) For which admissible ideals of $\mathbb{N}$ does the usual continuity coincide with $\mathcal{I} A$-continuity?
(b) For which normed linear spaces $X$ is it true that every $A_{3}$-continuous function $f: X \rightarrow X$ is linear? A positive answer was given in [6, Theorem 1] when $X=\mathbb{R}$ (see also [1], [16]).
(c) Study similar problems for continuities defined by any sequential matrix summability method (see also [10]).
(d) Study the fundamental properties of the modes of continuities of Definitions 3.19 and their relations to the modes of continuities formulated in Definitions 3.1.
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