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Abstract: Teleological causes have been generally disfavored in bio-
logical explanations because they have been thought to lack rigor or 
act as stand-ins for non-teleological processes which are simply not 
yet understood sufficiently. Teleological explanations in biology have 
been limited to only teleonomic causes, which are teleological causes 
that are due to codes or similarly reified mechanisms. However, ad-
vances in the conceptualization of teleological and teleonomic causa-
tion have allowed for more quantitative analyses of both. Addition-
ally, although teleonomy has been historically excluded from poten-
tial causes of evolution, new research has shown that teleonomy ac-
tually plays a significant role in evolution. Combining these advances 
with advances in computability theory and information theory have 
allowed for a more rigorous and quantitative analysis of the capabil-
ities and limitations of teleonomy in evolution. 
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1. Introduction: teleonomy and teleology 

 Teleology is the direction of causal outcomes of an entity (usually an 
organism) towards a purpose. Teleological concepts in biology (and espe-
cially in evolution) have had a troubling history for the simple reason that 
teleology tends to allow a lot of handwaving regarding causation (Hanke 
2004; Turner 2017). Teleology has often been viewed by biologists (espe-
cially in the 19th and early 20th centuries) as being a temporary stand-in 
for more rigorous (i.e., reductive) ways of analyzing nature (Morgan 1905; 
Hanke 2004; LeMaster 2017; Crawford 2020). Biology in the twentieth 
century was therefore largely restricted to reductive forms of causation. 
This limitation allowed for tremendous growth in understanding certain 
parts of the organism, but it tended to leave out the organism itself 
(Woese 2004). Ultimately, while the twentieth century yielded large ad-
vancements in understanding the mechanisms of organisms, the results 
failed to include many defining traits of organisms, such as purpose and 
desire (Turner 2017). 
 Historically, biology has included teleology in one of two ways—exter-
nalist teleology (where teleology outside the organism plays a defining role) 
or internalist teleology (where the focus is on the purposes of the organism 
itself). Interestingly, while modern biology generally excludes external tele-
ology in its causal toolkit, it can now be found as an undercurrent within 
physics in the question of cosmological fine-tuning (Barrow and Tipler 
1998). While less favored in biology, discussions about biological fine-tuning 
have started to appear (Carr and Rees 2003; Bialek and Setayeshgar 2005; 
Thorvaldsen and Hössjer 2020), sometimes even connecting an externalist 
teleological framework of physics to the emergence of life as we know it 
(Morris 2004; Barrow et al. 2007). More recently, others have suggested 
external “teleological fields” operating at several levels that combine to pro-
duce teleological results (Babcock and McShea 2021). 
 Biologists, however, tend to favor an internalist teleology, where the 
focus is on the organism itself, focusing on aspects of causation such as 
intention and choice (Kull 2022). This is sometimes even connected to evo-
lution (Fodor and Piatelli-Palmarini 2010; Kull 2022). In this understand-
ing, biological language such as “selection for” are not merely artifacts of 
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language that are used accidentally, but represent some form of purpose 
within biological evolution. 
 Additionally, the present manuscript makes a distinction between “pri-
mary teleology,” where teleology is a first-class (irreducible) cause in the 
system, and “general teleology” which includes both primary teleology and 
also teleonomy, which is purposeful behavior which is due to a code or 
mechanism.1 Usually, biologists will favor appeals to teleonomy over pri-
mary teleology, as teleonomic explanations do not require anything beyond 
physico-chemical explanation (Mayr 1992). Teleonomy was originally 
thought to allow for goal-directed processes but without requiring any con-
nection to primary teleology—either internalist or externalist. 
 To illustrate these types of teleology, a non-exhaustive list of examples 
is shown in Table 1. The goal of this list is to not say which of these types 
of causes are real (the present author does not subscribe to all of them) but 
to give a clear picture on how various types of causes would be categorized 
under this taxonomy of teleology. 
 This paper has three primary goals. The first is to further develop 
Mayr’s teleonomy as a useful concept for biology to account for mechanistic 
aspects of purposeful biological causation without necessarily reducing the 
entire organism to a mechanism. The second is to show how recent advance-
ments in information theory can be used to build an operationalized view 
of teleology that can be practically measured within organisms. The third 
goal is to combine these concepts to show new ways that the internal tele-
ology of organisms can be helpfully embedded within a larger evolutionary 
framework. 

2. The usefulness and distinctiveness of teleonomy 

 Recently, some have argued for changing the definition of teleonomy to 
cover all of internal teleology, without distinguishing primary teleology and 
teleology that has been reified into a mechanism (Corning 2019). The idea 

                                                           
1  When the word “teleology” is used without a modifier in the present manuscript 
it will be considered as a shorthand for “general teleology.” Additionally, unless 
otherwise specified, “teleonomy” will refer to teleonomy in internal teleology. 
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is that Mayr’s view of biology is too tied to a gene-centered, reductionist 
view of biology, where the organism is an inert entity that evolution hap-
pens to, rather than a participant in the process. However, there is nothing 
in Mayr’s definition of “teleonomy” that ties one to this approach. In fact, 
having a distinction between teleonomy and primary internal teleology ac-
tually allows one to talk intelligibly about the differences between causes 
that are the result of true intentionality (primary internal teleology) and 
causes that are the result of intentionality reified in mechanism or code 
(teleonomy). If one conflates the two definitions, then this important dis-
tinction is lost. One can easily reject Mayr’s conclusions about teleonomy 
while embracing the distinction and definition itself. 
 Others, such as Nagel (1977), have argued that there is not a clear dis-
tinction between Mayr’s concepts of teleonomic processes (processes that 
exhibit ends due to a code) and teleomatic processes (processes which ex-
hibit ends due to physics). An example of a teleomatic process would be a 
baseball being thrown. The end is the target that the ball is being thrown 
at, but the moving force here is physics. The reason that some view these 
as identical is that, in both cases (teleonomic and teleomatic processes), 
physics is essentially the only process under consideration, and therefore 
could be considered the “cause” of the outcomes in both cases. However, 
further analysis shows that teleomatic and teleonomic processes really do 
have distinct causal patterns. 
 Let us start by considering a process which is neither teleonomic nor 
teleomatic—processes for which no distinct end exists. In such a process, no 
end may exist either because the process is open (there are too many degrees 
of freedom so that it is indeterminate from initial conditions) or because 
the process is chaotic (while the outcome may be deterministic, it is not 
determinable through computable means). A teleonomic process is similar, 
except that a code or other control mechanism exists which controls the 
outcome based on logical principles, either reducing the inherent degrees of 
freedom of the physical process or making an unpredictable process predict-
able or understandable from logic, even if it is not tractable using equations. 
To illustrate this distinction, consider the difference between a traditional 
bomb dropped from an airplane and a smart bomb. A traditional bomb uses 
entirely teleomatic processes in-flight. The physics of the system is what 
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guides the outcome. A smart bomb, however, can use a control system to 
make adjustments in-flight according to the logic of what it is trying to do, 
such as follow a heat source. While the initial conditions determine the 
outcome, the outcome is likely not tractably predictable from mere mechan-
ical considerations. However, someone understanding the logic of the con-
trol system would be able to largely predict the outcome to a high degree 
of accuracy. 
 To understand why this is the case, it is important to understand the 
nature of code and software systems. Software is usually written using Tu-
ring-complete programming languages. In such languages, in most cases it 
is impossible to mechanically predict any non-trivial property of the system 
in the general case (Rice 1953). Additionally, this unpredictability is not 
specifically the result of sophistication in the programming system, but is 
available even in extremely trivial cellular automata (Cook 2004). However, 
a program provides a control mechanism which makes the outcome predict-
able by the logic of what the program’s outcome is intending. In the exam-
ple of the smart bomb, if we know what the code on the bomb is tracking, 
we can predict where it will hit, even if it is not tractably determinable by 
mechanical modeling. So, with both teleomatic and teleonomic processes, 
initial conditions largely determine the outcome. However, with teleonomic 
processes, the prediction of that outcome requires understanding the logical 
structure of the control process, which would not be possible (or at least 
tractable) by direct analysis of the physical quantities.2 
 In any case, a teleological process is one whose causes are organized 
around purposes, and a teleonomic process is a teleological process that has 
been reified into a code or a mechanism. Keeping teleonomy as a distinctive 
category will allow us to analyze the limitations of teleonomy, which are 
not coextensive with the limitations of general teleology, as teleonomy is 
also limited by the fact that it must be reified into mechanism or code, and 
thus will inherit additional limitations from that reification. 

                                                           
2  As a note, there are processes which are teleonomic but which are also tractable, 
such as if someone created a very simple code or mechanism to accomplish a goal. 
In such a case, someone would be able to understand the system in both teleonomic 
and teleomatic ways, as you could understand what was happening either from un-
derstanding the logic of the code or from modeling the states of the physical system. 
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3. Mathematically modeling non-mechanistic causation 

 The biggest hurdle in analyzing primary teleology has been a lack of 
mathematical frameworks for doing so. While mathematics may not be able 
to incorporate all that is included within the concept of primary teleology, 
there is no reason to think that there are no aspects of it which allow for 
mathematicization. This is especially true if we do not arbitrarily restrict 
our mathematical concepts to those that are computable. 
 While the definition of what counts as “mechanical,” “materialistic,” or 
“physical” has varied considerably over the centuries (Bartlett 2017c), 
many people today draw a rough equivalency between computability and 
material causation (Wolfram 2002; van Rooij 2008; Bartlett 2014; Copeland 
and Shagrir 2020).3 This equivalency goes by many names, including “the 
principal of computational equivalence,” “computationalism,” “the physical 
Church-Turing thesis,” and the “tractable cognition thesis.” Computation-
alism is naturally considered by many to be associated with mechanical 
causation because computation includes all results achievable by finitary 
processes. Thus, to go beyond what is achievable computationally would 
require non-finitary action in the world, which many view as being beyond 
what is meant by the idea of mechanism. 
 Even if one does not fully adhere to this equivalency, it at least provides 
a less ambiguous starting point for helping to understand and model pri-
mary teleological processes as distinct from mechanical processes, with pri-
mary teleological processes being those which are not directly computable. 
Computation, however, is only one aspect of mathematics, even if it is the 
most well-known. Mathematics has grown beyond solely being about com-
putation and computable problems, especially since the 1930s with Kurt 
Gödel and Alan Turing. Gödel’s “incompleteness theorems” (Gödel 1931) 
demonstrated that one could prove mathematically the existence of 

                                                           
3  Here, “material causation” refers to what is also generally known as “natural-
ism,” not to the Aristotelian notion of material causes. However, using the term 
“naturalism” to refer to a specific understanding of metaphysics seems to be preju-
dicial, as it implies that any cause stated within that metaphysical paradigm is 
“natural,” and therefore any other cause would be “unnatural,” prejudicially imply-
ing that one would not expect to encounter such causes on an ordinary basis. 
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mathematical statements that were non-provable within their own axio-
matic framework. While initially Gödel’s result did not turn many heads, 
the application of it by Alan Turing’s seminal paper (Turing 1937) started 
to show that Gödel’s theorem had merit. 
 Turing, while inventing the concept of a computer program, was able to 
prove that we cannot write a computer program which will tell whether or 
not another arbitrary computer program will ever halt. For context, though 
the word often has negative connotations, “halting” is generally considered 
good in computer science—halting means that the computational task ac-
tually completes and has a result, as opposed to getting, say, an endlessly 
spinning cursor waiting for a computation to finish that never does. The 
fact that we cannot write a computer program which will tell us if another 
arbitrary program will halt is known in computer science as the “halting 
problem.” This result has been further generalized to Rice’s theorem, which 
says that any non-trivial property of a computer program cannot be proven 
using computation in the general case (Rice 1953). Given the Church-Tu-
ring thesis that Turing machines effectively exhaust what can be deduced 
through computation (Kripke 2013), this presents quite a limit on the abil-
ities of computation (and therefore material causation) alone. 
 However, humans do not appear to be so limited. Humans can do a 
variety of tasks which have appeared to many mathematicians and com-
puter scientists to be beyond the boundary of computation, such as deter-
mining whether or not computer programs will halt, determining new math-
ematical axioms, formalizing propositions, and deriving non-trivial proper-
ties of computer programs (Robertson 1999; Bringsjord 1997; Bringsjord 
and Zenzen 2003; Bringsjord and Arkoudas 2004; Bringsjord et al. 2006; 
Bartlett 2014). 
 Even though there are tasks which are beyond the reach of computation, 
there is no problem reasoning about such tasks mathematically, nor problems 
reasoning about entities which are capable of those tasks. Shortly after de-
scribing the limits of computation, Turing (1939) demonstrated the ability to 
mathematically reason about non-computable tasks using a concept now 
called “Turing oracles,” which are essentially non-computable functions. The 
lack of being able to directly compute the value of such functions does not 
prevent the ability to reason about them (Copeland 1998; Bartlett 2014). 
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 As noted in prior work (Bartlett 2017a), using such functions in models 
does bring some additional (but not insurmountable) problems to testabil-
ity. Testability always plays an important role in science because it allows 
reality to push back against our ideas. Since values cannot be precomputed 
for such functions, other means of testing have to be applied. For instance, 
we might be able to predict the frequency of occurrence, or some parameter 
of the distribution of effects, or even a qualitative aspect of the distribution 
of effects. 
 While this doesn’t test every aspect we might wish (after all, we wish 
we could know the value of the function ahead-of-time), complete empirical 
testability has never been absolute for any model in science. Empirical test-
ing is by its nature more limited than the theories that it tests, as there are 
actually an infinite number of models which match any given set of data 
(Kukla 1996). In fact, the very existence of 𝑝𝑝-values tells us that there is 
some probability that the empirical testing was insufficient. Testing does 
not prove the validity of theories, it is merely a means to give voice to 
external reality about the content of theories. 
 The testing of and for randomness already shows that this sort of testing 
is practiced in science. Whether a finite set came from a random process 
cannot be determined by any finite set of data. However, for the purposes 
of testing, oftentimes randomness is determined by checking to see if the 
anticipated statistical parameters of the dataset match the expected distri-
bution. For instance, in Luria-Delbrück experiments, the data are presumed 
to be following a Poisson distribution if the mean is equal to the variance 
(Luria and Delbrück 1943), despite the fact that there are an infinite num-
ber of ways that the mean can equal the variance without following a Pois-
son distribution. 
 The main criteria for an empirical test are that it is able to compare the 
consistency of some empirical parameter to one that is expected from the 
theory. This parameter does not have to be the specific value obtained, but 
can also be meta-information about the values, the preconditions of achiev-
ing them, the means of achieving them, their distribution, etc. 
 In short, primary teleological causes can be thought of as non-algorith-
mic functions, and can also be thought about and reasoned about as such. 



230 Jonathan Bartlett 

Organon F 30 (3) 2023: 222–254 

4. Measuring teleological causation 

 One of the key limitations of current teleological thinking is the lack of 
measurements for the amount of general teleology in a process (Lee and 
McShea 2020). So how might teleology be measured? 
 In many recent expositions (Koons 1998; Hitchcock 1996; Hawthorne 
and Nolan 2006), teleology is identified with shifting probabilities towards 
some occurrence 𝜙𝜙 when (a) 𝜙𝜙 brings about result 𝜓𝜓 and (b) 𝜓𝜓 is good. 
This is illustrated conceptually in Figure 1. This shifting of probabilities 
based on outcomes is, essentially, a reduction or alteration of possibility 
space towards beneficial outcomes. Within the constraints of physics, an 
organism has many potential options. Teleology reduces those options to 
one particular value (or a smaller subset of values), or shifts probabilities 
in their favor, in service to a goal or holistic form (Asma 1996). If one needs 
a more objective way of determining a goal in biological systems, one can 
use the criteria established by Mossio and Bich (2017), where the goal is at 
least an aspect of the maintenance of the state of closure of the teleological 
system (though there are likely other ways to determine goals in an objec-
tive manner as well). 
 These reductions are typically “surprising” within the context of the 
physical system. That is, while statistical entropy encourages us to rely on 
systems achieving their most probable end-state, organisms tend to make 
choices and create configurations that are highly improbable statistically. 
This is sometimes referred to as the “cybernetic cut” that exists between 
outcomes whose causes are dominated by non-teleological causes and teleo-
logical causes (Abel 2008; Trevors and Abel 2004). This reduction in possi-
bility space to an improbable but goal-conforming outcome is a key marker 
for teleological activity.4 

                                                           
4  Note that many of the attempts to reconcile or reduce all teleological causation 
into non-teleological processes such as natural selection have so far failed to accom-
plish their goals. As pointed out by Fodor and Piatelli-Palmarini (2010), this recon-
ciliation, as it has been performed so far, only works if selection itself is teleological 
instead of strictly material. Block and Kitcher (2010) criticize this view, but merely 
by assertion. They state that “causation is extensional,” but their only support is 
that they can provide an example of a cause which is extensional. The fact that a 
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 What makes teleology special is that the solution space tends to be ex-
tremely small within the possibility space. Therefore, we can measure the 
“power” of the teleological action by measuring this reduction in space. This 
is not always easy or exact because what has to be measured is the size of 
the destination space which matches the desired goals. We cannot presume 
that there is only one possible outcome that fits the goal, even though in 
biology (as well as in computation) the solution space is usually quite 
miniscule compared to the possibility space (Abel and Trevors 2005; Lang-
don 2006; Montañez 2017). 
 Because these solution spaces represent a tiny fraction of a possibility 
space, the probability of them occurring by chance are usually measured in 
bits for convenience, which is the negative log (base 2) of the probability 
(Marks II, Dembski, and Ewert 2016). This also allows for more convenient 
manipulation of values, as well as more intuitively-connected ways of ma-
nipulating information measurements (i.e., information is sub-additive, and 
therefore “adding information” is truly analogous to addition in this 
scheme). Thus, using the concept of bits from information theory provides 
a convenient methodology for representing reductions from possibility space 
to solution space in teleology. 
 Therefore, the amount of information that is added to a system to direct 
its outcome can be quantified by examining the change in probabilities that 
occurs. One way this can be measured is using the concept of active infor-
mation (Dembski and Marks II 2009). Active information measures the dif-
ference in probability of finding a solution in a general space 𝐼𝐼𝛺𝛺 (such as 

                                                           
particular cause is extensional does nothing to say whether or not there exists causes 
which are intensional, yet this is precisely what these critics do. Then they use this 
to simply rule that “selection for” must be an extensional cause, saying, “But if 
causation is extensional, then so is selection-for, since selection-for is a causal idea.” 
Mossio and Bich (2017) do a better job by describing the requirements for a physical 
process to be understood as being teleological. While I am in agreement with their 
assessment (such processes would fall under the category of teleonomy in the taxon-
omy of teleology presented here), their assessment does not include a reason to think 
that all teleological processes can be implemented entirely by physical processes, nor 
that such teleological processes are reasonably likely to originate in the prior total 
absence of a primary teleological process. 
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among physical possibilities) and finding a solution in a space 𝐼𝐼𝑆𝑆 that is 
informed by an an information source. The difference, 𝐼𝐼+, represents active 
information. 

 𝐼𝐼+ = 𝐼𝐼𝛺𝛺 − 𝐼𝐼𝑆𝑆 (1) 

In terms of direct probabilities, this can be reformulated in an equivalent 
manner using 𝑝𝑝𝛺𝛺 as the probability of success in the general space and 𝑝𝑝𝑆𝑆 
as the probability that is informed by an information source. 

 𝐼𝐼+ = −log2 �
𝑝𝑝𝛺𝛺
𝑝𝑝𝑆𝑆
� (2) 

 The concept of active information does not specify a source for the in-
formation, or even how the information is stored, it only measures its ef-
fects.5 Active information is typically used to measure the amount of infor-
mation present in various algorithms, such as in Ewert, Dembski, and 
Marks II (2009) and Montañez et al. (2010), but it has also been used in 
measuring the degree of fine tuning in cosmology (Díaz-Pachón, Hössjer, 
and Marks II 2021) and judging the effectiveness of machine learning models 
(Bartlett and Holloway 2019). The fact that it is being designated as “in-
formation” does not mean that it is stored in an explicit digital format (it 
would be difficult to even conceptualize a “digital format” for cosmological 
fine-tuning, for instance), but merely that it can be reasoned about using 
information theory.6 
                                                           
5  For understanding the information content itself from an “inside the infor-
mation” perspective, the reader is referred to the subject of teleosemantics. 
6 While there are many who object to the overuse of information theory in biology, 
I believe such criticisms do not hold here. Using information theory for analyzing 
genetics itself is relatively uncontroversial, whether it is the maintenance of genetic 
information through time (Kuruoglu and Arndt 2017), the calculation of the entropy 
of the genetic code (Yockey 2000), or the measurements of the genetic “address 
space” provided by binding sequence lengths (Schneider et al. 1986). Any wider 
usage of information theory tends to be criticized as taking the information concept 
too far, and assuming that the entirety of causal factors for organisms reduce to 
computational ones (Griffiths 2001). These are not completely unfounded criticisms, 
as many improper or overly-encompassing analogies to computer systems have been 
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4.1. Comparison with the persistence measurement 

 Recently, Lee and McShea (2020) developed an empirical measurement 
of goal-directedness that they labeled as persistence which has similar goals 
as the previous concept of active information. This section will show that 
while the persistence metric heads in the right direction to some extent, 
active information appears to be a mathematically superior way of measur-
ing goal directedness using equivalent inputs. 
 In their formulation of persistence, 

 𝑃𝑃 =
𝐺𝐺
𝑁𝑁−𝑅𝑅

1−𝑅𝑅
, (3) 

where 𝑃𝑃 is the persistence measurement, 𝐺𝐺
𝑁𝑁
 is the ratio of good moves to 

total moves, and 𝑅𝑅 is the expected ratio given the probability structure of 
the space. For any ratio 𝐺𝐺

𝑁𝑁
≥ 𝑅𝑅, since 𝐺𝐺 ≤ 𝑁𝑁 and 0 ≤ 𝑅𝑅 < 1, the result will 

be in the range 0 ≤ 𝑃𝑃 ≤ 1. 

                                                           
made throughout the years. However, information theory, in its more abstract in-
carnations, applies much more widely than most assume, and does not even neces-
sarily rely on computational metaphors. Demirel (2014) and Griffiths et al. (2015) 
both provide good examples of applying information theory without relying on com-
putational metaphors. 
 The present discussion focuses on information theory in two ways. First, as a 
measurement tool, using active information. As mentioned already, active infor-
mation does not rely on any computational metaphor to be usable for measurement, 
and has already shown its usefulness both inside and outside of computational sys-
tems. Second, as a source of providing limiting behavior or conservation rules for 
teleonomic systems. Here, the analogy to computation is more direct, but its appli-
cation is more limited. That is, we are not applying information theory to the whole 
of the biological organism, but only to parts which can be determined to follow 
computable rules as delineated in the physical Church-Turing thesis. Information 
theory provides both the necessary requirements for inclusion in this analysis as well 
as the analysis tools themselves. For aspects of biological organisms which do not fit 
these requirements, the application of these limitations simply does not apply. This 
is what makes the taxonomy of teleology described in Section 1 helpful—it provides 
a way of at least naming the type of causality being proposed and therefore the tools 
relevant to its investigation. 
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 To adequately compare persistence to active information, we need  
to establish some sort of equivalency between the terms in each formula-
tion. For a first-order comparison of the measurements, we can use the 
equivalencies 𝐼𝐼𝛺𝛺 = −log2(𝑅𝑅) and 𝐼𝐼𝑆𝑆 = −log2 �

𝐺𝐺
𝑁𝑁
� to bridge the two measure-

ments. 
 While the measurements have some similarities, there are several ad-
vantages to active information over persistence. The first advantage is that, 
as an information measure, active information is sub-additive, while persis-
tence is not. This means that active information measurements can be com-
bined in meaningful ways. Being sub-additive means that adding infor-
mation measures leads to an upper bound, not to a single value. Nonethe-
less, in the case of persistence, no means of combining values are provided 
at all. In Lee and McShea (2020), they suggest separating out different 
subspaces by probability structure. Separating such spaces in persistence 
measurements means that the results of the spaces are not combinable, 
while they would at least be sub-additive using active information. 
 The second advantage of active information is that the structure of the 
space generated by persistence does not make as much sense as that of 
active information. Both active information and persistence attempt to dis-
count the teleological process when the probability structure dictates high 
success rates, and they both yield negative values when those processes 
point away from the goals. However, in both cases active information makes 
more mathematical sense than persistence, and it also provides additional 
structural benefits as well. 
 For instance, the negative side (where the “teleology” is actually point-
ing the wrong way) of persistence seems degenerate—the positive case yields 
values from 0 to 1, but the negative side can diverge to any negative value. 
If 𝐺𝐺

𝑁𝑁
= 0.99 and 𝑅𝑅 = 0.9, the result is 0.9, but, if they are reversed, the result 

is −9. Active information is symmetric on both the positive and negative 
sides. For the same probabilities, the active information is ≈ 0.095 bits, 
but, if 𝐺𝐺

𝑁𝑁
 and 𝑅𝑅 were reversed, the active information is ≈ −0.095 bits. Lee 

and McShea (2020) actually considers all negative values to be zero, as all 
such values indicate that the organism is not oriented towards the goal. 
While this may be true, the lack of symmetry indicates that the measure-
ment is not well-grounded mathematically. 
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 As for discounting for the environmental assistance, while persistence 
does do some discounting, the discounting for persistence is neither suffi-
ciently high nor does it track well. For instance, if the process performs 
100% good moves, that isn’t especially surprising if the environment dic-
tates a probability space that is 99.99% favorable. Persistence, however, 
measures this as a 1 (the highest score). Active information, on the other 
hand, would only count that as ≈ 0.000144 bits. Where the environment 
entirely dictates the outcome, persistence is indeterminate while active in-
formation is zero, indicating that there is nothing being enhanced to the 
environment’s distribution (persistence is simply undefined in this case). As 
noted in Griffiths et al. (2015), causal specificity is an important aspect of 
causation, and here active information is much better able to measure this 
specificity than persistence.7 
 Additionally, when considering degenerate cases where where success is 
literally impossible but success occurs anyway (i.e., 𝑅𝑅 is 0 but 𝐺𝐺

𝑁𝑁
 is positive), 

active information correctly yields infinite values, while persistence simply 
yields 𝐺𝐺

𝑁𝑁
. It is difficult to imagine how we should not be impressed by the 

teleological accomplishment of the impossible, but here persistence is giving 
it an equal or lower score than for the easy accomplishment of 100% accu-
racy when the environment yields 99.99% assistance. Likewise, this contin-
ues to be problematic in non-degenerate cases where 𝑅𝑅 is merely miniscule 
or infinitesimal where the limit is likewise 𝐺𝐺

𝑁𝑁
. Essentially, while persistence 

                                                           
7  In reference to Griffiths et al. (2015), I should make a note about the relationship 
of their measurement of causal specificity using mutual information and our measure 
of teleology using active information, as the two measurements are closely related. 
Mutual information essentially averages active information across all available pos-
sibilities, while active information focuses on the specific possibilities of interest 
(here, teleological goals). In other words, mutual information as used by Griffiths et 
al. (2015) measures total causal influence between cause and effect, while active 
information focuses on causes related to specific classes of effects (i.e., meeting a 
goal). Mutual information is always non-negative, so it would measure a cause point-
ing away from the goal as having positive mutual information, even though the 
information is in the wrong direction. Active information (which is a form of 
pointwise mutual information) allows for indicating both causal specificity and di-
rectionality. 
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can provide a limited ability to factor out the help the environment pro-
vides, it seems to fail completely to factor in the difficulty the environment 
provides. 

4.2. How might primary teleology interact with physics? 

 One potential problem with any approach to teleology which includes 
primary teleology and distinguishes physical and teleological probability 
spaces (whether active information, persistence, or some other measure-
ment) is that models and methodologies have not been established for the 
intereractions of the physical and the teleological, leaving open the question 
of how 𝐼𝐼𝑆𝑆 can come to be different from 𝐼𝐼𝛺𝛺 or how 𝐺𝐺

𝑁𝑁
 can come to be different 

from 𝑅𝑅.8 Babcock and McShea (2021) have suggested that teleology oper-
ates as a field much like other fields that have been discovered. They note 
that fields “are multiply realizable and diverse in their composition,” and, 
thus, there is no fundamental issue at play. Whether one takes an internalist 
or externalist view to primary teleology, the same question arises—how does 
one think about the interaction of the teleological and the non-teleological? 
While it is an open question (and not directly addressed by the present 
methods), it is certainly not problematic for the present methodologies. 
 An example means of addressing such a question would be to take the 
physical possible outcomes and the teleological possible outcomes and, with 
the intersection of their possibilities, combine their probabilities in some 
fashion and then remap the probabilities so that they add up to 1. For 
instance, let 𝛺𝛺 be an array of possible future states of the universe, and let 
𝛼𝛼 be an array of the probabilities of each of those states where the index of 
𝛼𝛼 matches the index of 𝛺𝛺 that it is standing in for. Now let 𝛽𝛽 be a similar 
array but for the probabilities based solely on primary teleology. We can 

                                                           
8  This question is not as directly relevant when dealing with teleonomic causes, 
because the information or control system manages the change in probability space, 
as noted in Section 2. However, even then, a more ultimate question remains about 
how those control systems came to be, and, as will be discussed in Section 7, the 
degree of difficulty gets larger, not smaller, as it gets pushed back in time, thus 
indicating that, at some point, primary teleology will likely be required. 
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combine these distributions into a new array, 𝛾𝛾, by performing the opera-
tion 

𝛾𝛾𝑖𝑖 =
𝛼𝛼𝑖𝑖 𝛽𝛽𝑖𝑖

∑ 𝛼𝛼𝑗𝑗𝑗𝑗  𝛽𝛽𝑗𝑗
 

with potentially some additional failsafes to prevent an undefined distribu-
tion.9 The point here is not that this particular suggestion is the correct 
model (or even an approximation of a correct model), but merely to demon-
strate that there is not a conceptual problem with having models that dis-
tinguish primary teleological and physical probability spaces. 

5. What requires teleological causation? 

 To begin a quantitative investigation into teleological processes 
(whether primarily teleological or teleonomical), we first need to be able to 
identify them qualitatively. What we need to know are what sort of out-
comes require teleological processes to occur. 
 There are many processes which might occur either through teleological 
means or through non-teleological means. A rock could tumble down a 
mountain either because the wind blew it down or because someone pushed 
it. There is usually nothing in the nature of the tumbling rock which would 
give a clue as to which type of cause occurred. However, because teleological 
solutions can narrow the solution space by many orders of magnitude, we 
can in fact detect certain types of solutions which require (within a 
miniscule margin of error) teleological processes. 
 It is insufficient, though, to simply measure differences in probabilities 
of outcomes given certain starting points. In order for something to qualify 
as being teleological, it has to be identifiable as having a goal. For the 
purposes of biology, one can postulate that a goal is something that an 
organism can do or cause to happen which benefits the organism itself in 
some way. This is categorized as an “intrinsic purpose” by Koons (1998). 
In biology, a more objective way of identifying a goal is given by Mossio 

                                                           
9  For instance, if there is no overlap between physical and teleological possibility 
space, all terms become 0

0
 under this formalism. 
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and Bich (2017), where the goal should be something involved with the 
maintenance of the closure of the organism. However, benefit itself is insuf-
ficient to establish something as teleological, as there may be processes 
which are beneficial but also simply expected from the environment. In-
stead, one needs to demonstrate in some way that an operation is suffi-
ciently more likely to occur when beneficial than when not. That is, if the 
end-goal modifies the probability space to a sufficient degree to lean towards 
the goal, then we have justification to call the organism’s actions teleologi-
cal. 
 The degree of probability-space modification required for justifying at-
tributing a process to teleological causes is determined by convention just 
like 𝑝𝑝-value or 𝛼𝛼-level thresholds are determined by convention for justify-
ing material causes. This is a new area of inquiry, so official conventions 
have not been established. Since active information is a specified complexity 
model (Bartlett 2020a) and 𝛼𝛼-levels in such models can be converted to bits 
(−log2(𝛼𝛼)) for comparison (Montañez 2018), we can use 𝛼𝛼-level conventions 
for significance tests. This would yield 4.33 bits for an 𝛼𝛼-level of 0.05, or 
6.65 bits for an 𝛼𝛼-level of 0.01. These represent the low end of what might 
qualify for recognizing an event as teleological. 
 On the other end of the spectrum is what is often referred to as the 
“universal probability” bound. This is a probability limit which, when used 
in specified complexity models, render the specified outcome not just un-
likely, but that it would go beyond exhausting the probability resources of 
the whole history of the universe to achieve the result (Dembski 2006; Abel 
2009). Depending on the source, this has been variously calculated as being 
between 360 and 500 bits. 
 Unfortunately, 4.33–500 bits is a huge range for which conventions have 
not been established. However, keeping in mind that the upper end of this 
range is only there to provide near-certainty across all time and space, I 
would offer 10 bits as generally being good evidence for teleological behav-
ior, as it is an order of magnitude beyond the conventional requirements for 
inferring material causation. 
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6. Limitations of teleonomy compared to primary teleology 

 Teleonomy is essentially teleology that is due to a code or program 
(Mayr 1961). In the present theoretical framework, teleonomy represents 
prior, existing information that can be leveraged by an organism in order 
to accomplish a goal. In other words, this code provides information to the 
organism about likely ways that possibility space can be reduced to solution 
space. The information need not be total—partial reductions in possibility 
space are helpful as long as they reduce it to within an amount that allows 
for an organism to reasonably find a solution. 
 Therefore, teleonomy can function similarly to primary teleology within 
this framework. However, teleonomy can only function this way within a 
bounded (though possibly large) scope. Once outside this scope, teleonomy 
no longer supplies information to the process, and in fact can potentially 
detract from the process if the boundaries of the usefulness of the code do 
not match the organism’s present circumstances. 
 Teleonomy does not have to be a code per se, but any sort of mechanism 
(as defined in Section 3) suffices for teleonomic considerations. However, 
teleonomy occurring through a code is both easier to analyze (as the possi-
bility space is easier to examine qualitatively and quantitatively) and it is 
present (and required) for evolvable systems, as certain types of reproduc-
tion require code-based reproduction (Mignea 2014).10 Therefore, although 
teleonomy does not require codes per se, our analyses will tend to be code-
focused for simplicity, straightforwardness, and applicability to reproducing 
evolvable systems. However, information theory can be applied to any bio-
physical system through entropy analysis, as shown in Demirel (2014). Pro-
cesses involving codes merely make the process much more tractable in 
common cases. 

                                                           
10  A simple explanation of why reproduction requires a code is to imagine a copier 
of physical structures compared to a code-based copier. For many physical struc-
tures, the actual process to achieve the end-result is not inferable from the structure 
itself. Therefore, the “thing” that is copied has to be some form of information, not 
the thing itself. 
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 Interestingly, because we are analyzing code-based teleonomy, many of 
its properties can be investigated using computability theory.11 We can use 
computability theory to determine the limits of what the teleonomic codes 
themselves are capable of. This does not necessarily limit the capabilities of 
the organism, as it may have other sources of teleology (primary internal 
teleology or general external teleology). But we can find limits of what in-
ternal teleonomy alone may be able to accomplish within an organism. 
 One interesting insight is that many tasks that require primary teleology 
for a general solution can be supplied a specific or semi-specific solution 
using code. For an abstract example, take the halting problem discussed 
previously. While the halting problem is not solvable for programs gener-
ally, code can be added to solve for specific instances or classes of the halting 
problem. That is, in code, we could write detection code to determine if, 
say, a loop counter did not go in the proper direction in order to reach a 
termination condition. Likewise, we could write detection code that de-
tected when the same state was acheived more than once (which necessarily 
indicates an infinite loop in deterministic systems). 
 However, what is generally not possible is teleonomy (code) that pro-
duces new code that performs outside the classes of solution that it already 
considers.12 This is often known as Levin’s law, and it is colloquially stated 
as “torturing an uninformed witness cannot give information about the 
crime” (Levin 1984). This result is stable in deterministic, non-

                                                           
11  Against the objection that biological codes are unlike computer codes, here we 
are only considering computability theory in general, which finds general truths ap-
plicable to all coded systems, regardless of the specifics of the way that the codes 
are mapped onto function. Additionally, for those considering material causes to be 
coextensive with computation as described in Section 3, this would apply to all ma-
terial causes whether or not we conceptualized the underlying system as a “code.” 
12  It is possible for someone to separately identify additional classes of solutions. 
The problem, however, is that an organism (or program) does not encounter new 
classes of challenges based on their appropriateness to in-built solutions, but rather 
as the environment presents them. Therefore, while there will likely be additional 
classes of problems that the code can solve, the provisio “generally not possible” 
refers to the fact that organisms are encountering challenges that are from outside, 
and therefore independent of what the organism might have programming to solve. 
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deterministic, and mixed contexts, and is sometimes termed as “conserva-
tion of information” (Holloway 2020). 
 Note that, unlike other conservation laws, conservation of information 
is not absolute. Information content (measured in bits) can grow; it just 
grows extremely slowly. Since informational bits are the negative log (base 
2) of probability, information content can only grow with the logarithm of 
the number of probabilistic attempts at a solution (see Figure 2). In this 
case, while geological time can provide some amount of information, the 
universal probability metric (which takes into account the estimated age 
and size of the universe) limits the amount of information gained to 500 
bits as previously noted. Indeed, as noted in Hössjer, Bechly, and Gauger 
(2021), without imposing external sources of information, waiting times in-
crease exponentially with the size of the needed mutation. 
 So, while teleonomy can be used to contain a relatively static amount 
of information towards organismal teleology, it does have limits based on 
the initial information content. These limits cannot be stated a priori be-
cause, for any finite set of mechanistic (i.e., computable) challenges, there 
could be code that assisted the organism in solving or mitigating the chal-
lenge. Some such mechanisms in biology have been reviewed in Payne and 
Wagner (2019). However, because the amount of code or number of mech-
anisms itself is finite, there will be potential challenges whose solutions are 
unattainable strictly through teleonomy. 

7. Teleonomy and evolution 

 Evolutionary theory has often excluded teleological causes historically. 
However, the recent advent of evolutionary teleonomy (Corning 2014; Bart-
lett 2017b) has started to reincorporate teleonomic causes into the process 
of evolution. Additionally, recent advances have shown that the evidences 
that were previously used to exclude teleonomic understandings of evolu-
tionary processes were misinterpreted (Bartlett 2023). 
 Within evolution, the role of teleonomy and teleology generally to pro-
duce evolutionary novelty effectively occupy the same basic roles as for 
producing goal-oriented solutions during an organism’s life, with the im-
portant difference that, here, the target is the genetic code itself. Effectively, 
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evolution is acting (at least mathematically) as a search for a solution 
within code to solve a problem. Therefore, since it is operating mathemati-
cally as a search, that means that the mathematics of search apply to the 
production of evolution, whether or not evolution is ontologically a search 
(which is a matter of debate). When dealing with teleonomy, this leads to 
a conservation of information problem that mirrors the one in the previous 
section. That is, we cannot add significant amounts of information by 
simply processing what is already there. 
 However, what can be done is for an organism to have information about 
what sorts of external environments require what sort of internal changes. 
Essentially, organisms maintain not only the explicit genome, but what 
Caporale calls an “implicit genome,” which consists of not only the present 
state of the genome but also of the states which it is programmed to achieve 
(Caporale 2006). Teleonomy can maintain a partial mapping of external 
environments and potentially successful DNA configurations, or even just a 
mapping of likely biologically valid operations on existing DNA. This has 
been observed repeatedly by many investigators at least as far back as the 
1990s (Hall 1999), many of them reviewed in Caporale (2006), Zhang et al. 
(2013), Bartlett (2017c), and Bartlett (2020b). 
 Stochasticity does play a role here. However, because the number of 
possible configurations grows exponentially with the size of a search space, 
teleonomy is required in order to bring the number of attempted states 
down to a reasonable level that selection can sort through on timescales 
required by the population (see Figure 3). Such teleonomy in evolution can 
be measured using the techniques described in Section 4. Bartlett (2020b) 
provides several equations that can be used in this measurement along with 
examples of it being applied. 
 One example of its application is in measuring the amount of teleology 
E. coli demonstrates when adapting to starvation in the presence of citrus, 
as explored in Hofwegen et al. (2016). They found that, when under selec-
tion, E. coli produced Cit+ mutations faster than when not under selection. 
When under selection, getting a Cit+ mutation is needed for maintaining 
self-closure, so it qualifies as a teleological goal. To quantify the teleology 
using active information, we would compare the probability that the muta-
tion occurred when not under selection to the probability that the mutation 
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occurred when under selection, showing that E. coli contributes ≈ 12.4 bits 
of information towards the search for Cit+ mutations when under selection. 
 This was measured by using the probability of a mutation to yield a 
Cit+ phenotype when occurring in absence of selection, which is 1

1010
, com-

pared to the probability of a mutation to yield a Cit+ phenotype when 
occurring in the presence of selection (i.e., when needed), which is 1

1.8×106
. 

Therefore, the active information metric is calculated from (2) as 𝐼𝐼+ =
−log2 �

1.8×106

1010
� ≈ 12.4 bits. This is greater than the threshold proposed in 

Section 5, and indicates that this process is indeed teleological. We can go 
further with some additional simplifying assumptions (which may or may 
not turn out to be true). If we assume that the teleology is teleonomic, and 
that the teleonomy is codified within DNA, then we can expect that there 
is a mechanism encoded within the DNA which is causing these mutations 
to be more likely when under selection. However, active information is not 
equivalent to data length, so the amount of DNA required to accomplish 
this cannot be inferred from active information alone. Thus, as a practical 
benefit, active information can be used to help know when the search for a 
mutational mechanism is justified, as such experiments can have significant 
associated costs. 
 Many, such as Caporale (2006), suppose that, with time, evolution will 
be able to add to its ability to find solutions using material mechanisms 
alone (e.g., the mechanisms provided by the modern synthesis, or some 
other material mechanism). Since selection favors the ability to find solu-
tions, it is supposed that organisms will evolve an increased ability to find 
solutions over time. However, the mathematics of search says that this is 
not likely. In the mathematics of searching, evolving a more evolvable sys-
tem would be equivalent to a search for a search. However, a search for a 
search actually requires more initial teleonomy than the search itself, not 
less. This result has been formalized in search as the “displacement theo-
rem” (Dembski and Marks II 2010). Essentially, this means that teleonomy 
only provides for bounded or parameterized amounts of novelty, which is 
in accord with what is known from information theory (Holloway and Marks 
II 2018). This is backed up by empirical studies of the general capabilities 
of evolutionary algorithms (Woodward and Bai 2009; Yampolskiy 2018). 
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 One common objection to the above idea is that the information could 
be in the environment rather than the organism. This is technically true, 
but doesn’t actually solve the problem. The reduction of possibility space 
to solution space is a massive reduction, and performing the reduction re-
quires specific information which matches the structure of the organism. In 
order for the organism to take advantage of this, one of two things must be 
true. Either the organism already knows the range of variation in the envi-
ronment, and is already coded to search and match it (in which case we are 
back to the information actually residing in the organism), or the environ-
ment has specific information on how to modify the organism to match the 
environment. In the latter case, this merely reduces to an externalized tele-
onomy. 
 This is much like a factory which contains information about how the 
objects it produces should turn out. It is true that the information is exter-
nal to the objects being produced, but it does not get around the need for 
teleonomy in the process as a whole, it just locates it externally. 
 Note that these limits are not the limits of evolution per se, only the 
limits of teleonomically-directed evolution (and, by extension, evolution 
without general teleology). There is nothing here which excludes primary 
teleology, whether internal or external, for which limitations are not known. 
Even though the limits of teleonomy are not equivalent with the limits of 
evolution, making such a distinction is important because recognizing the 
fundamental limiting principles of mechanical types of causes help us to 
locate, discover, and analyzes those types of causes. It does not imply a 
limitation on the total range of causes available, just a way to analyze those 
that are encompassed by the prerequisites of teleonomy. 

8. Conclusion 

 As we have seen, we can generate a more mathematical conception of 
teleology by looking at it from the perspective of probability spaces and 
information theory. The mathematical form of teleology is the ability of an 
organism to reduce the possibilities from the ones provided by physics to 
ones that are more likely to be in accord with the organism’s own goals. 
This reduction, or at least aspects of it, is measurable. 
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 Teleonomy is essentially encoded teleology. As such, information theory 
and computability theory provide abstract tools that enable further inves-
tigation of teleonomy’s capabilities and limitations. Teleonomy, while his-
torically not applied to evolution, has been shown in recent years to have a 
much more important role in the evolutionary process. However, the limi-
tations imposed by information and computability theory give a limitation 
to how much teleonomy can contribute to evolution without relying on ad-
ditional teleological causes. 

Figures and Tables 

Table 1: Examples of Types of Teleology 

 Internal Teleology External Teleology 

P
ri

m
ar

y 
T

el
eo

lo
gy

 

hylomorphic form, soul, 
free will 

other organisms with primary teleol-
ogy, cosmic teleology (such as teleol-
ogy inherent in nature or the uni-
verse, deity, etc.) 

T
el

eo
n-

om
y 

biophysical control sys-
tems, developmental pro-
cesses, DNA, histone code, 
sugar code 

cultural rules and expectations, 
physical laws of form (see Denton 
and Marshall (2001)) 

Figure 1: Teleological Causes Shift Distributions: Conceptual Illustration 

The graphic above represents a distribution of possible outcomes as might 
be expected from physics. 
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The graphic above represents a shifting of probabilities of outcomes due to 
teleology, where beneficial outcomes are now favored. The possibility space 
can remain the same even as the probabilities of outcomes change. The 
teleology of these shifts can be quantified using active information. 

Figure 2: Information Generation Under Conservation of Information 

The maximum number of bits of information content that can be generated 
from teleonomic sources according to conservation of information is the log 
(base 2) of the number of attempts. As pictured, even with 109 attempts, 
not even 30 bits of information content can be generated. Note that infor-
mation content here is not necessarily equivalent to code or data size. 
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Figure 3: A Depiction of Evolutionary Teleonomy 

 

Although the possible genetic space that a population can search is large, 
it is miniscule compared to even the nearby possibility space (orders of 
magnitude more miniscule than depicted here). The dashed circle represents 
the size and location of genetic search space of a population by unassisted 
mutations (in the modern synthesis, selection does not change local muta-
tion space). Evolutionary teleonomy represents the shifting of the mutation 
space for the population so that individuals are more likely to hit targets. 
As shown, not all possible targets need to be included in this new possibility 
space, only more targets than were included in the prior probability space. 
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