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Registered crime hot spots in Ostrava – location, development and influencing factors

On the basis of individual crime data, spatial analysis of crime development in Ostrava was conducted followed by analysis of potential urban factors influencing the discovered development. The analysis was preceded by a complex semi-automatic process of harmonisation and data geocoding. A combination of automated and expert techniques were utilised using the description of objects, addresses and even selected situations, continuously improving the location quality. With the most precisely located crime incidents, the spatial distribution of crimes was analysed utilising the method of kernel density estimation. Data from 2009 to 2011 were processed and the development and changes of crime distribution over this period were analysed. In Ostrava, 86 located crime hot spots areas were identified and divided into six categories according to annual changes in the areas. Potential urban factors influencing discovered development were considered (i.e. number of flats, use of buildings, slot machines, bars). Mainly the number of flats and use of buildings proved to have a significant influence on the prevailing development of crime hot spots.
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INTRODUCTION

Ostrava is the third largest city of the Czech Republic and is located in the north-eastern part close to the borders with Poland and Slovakia. Both the city and the agglomeration have a specific position in criminality, determined by various interconnected fundamental negative factors. The urban character of the agglomeration and the size of the city are a cause of higher crime rates (higher anonymity, dense population, entertainment businesses, potential objects to be stolen, public transport, strong differentiation and the presence of houses, residents etc.), which is further explained, among others, by Schmeidler (2000), Burgess (2008). Another cause of the negative impact on the crime situation in Ostrava is the strongly industrialised character of the city and its agglomeration, as higher crime rates are often observed in industrial cities (due to, for instance, higher migration or lower levels of education). Also, the process of deindustrialisation and the following rise of unemployment and poverty may result in an increase of crime (Illner 2010).

The marked proportion of industry in the employment rate also secondarily leads to an increased risk of unemployment in periods of economic crises. The problem of unemployment and persistently increased unemployment rates in this region is another negative factor. Besides these general factors, specific factors are also present. From a historical perspective, the region of Ostrava has, quite recently, gone through a turbulent industrial, urban and demographic stage. Extensive
immigration has significantly influenced the population structure but also resulted in a weak relationship to the city and their new homes, lesser social cohesion and a shift from cultural to physical priorities. The impact of migration on the crime rate was proven in an extensive sociological study on the crime rates in Ostrava in the late 1960s (Němcová 1970), where 38% of all offenders were temporarily residents. Another specific factor is the geographic position of the city, in particular, its proximity to the Polish and Slovak borders. In comparison, in 2011 about 80% of all convicted offenders were residents, 13% from the Moravian-Silesian Region (out of Ostrava), 4% foreigners and 3% were unknown (Horák et al. 2012). Also the influence of the national border remains an important factor for increasing crime levels.

<table>
<thead>
<tr>
<th></th>
<th>Prague</th>
<th>Brno</th>
<th>Ostrava</th>
<th>Pilsen</th>
</tr>
</thead>
<tbody>
<tr>
<td>General</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>G</td>
<td>859.7</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>E</td>
<td>390.7</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>O</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>710.6</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Fig. 1. The intensity and structure of crimes in the Czechia and selected districts in 2005 – 2007 (first row), 2009 – 2011 (second row) and 2013 – 2015 (third row); perimeter of each circle is proportional to crime index (three-year means; displayed the highest and smallest value)


Registered crime is often quantified using the crime index (CI), that is defined as a number of crimes per 10,000 people aged 15+ (Novotný and Zapletal 2010). Ostrava also differs in the crime index development when compared to the country average or other big cities. In the Fig. 1, there are crime indexes for the four biggest cities in the Czech Republic together with the national crime index. The area of each diagram is proportional to the CI. Despite an improvement in 2013 – 2015 (in all cities), the situation in Ostrava is significantly above the national level, very close to Prague and much worse than in Brno (despite a 27% higher population in Brno). The general structure of criminality in all cities have remained without significant changes over the years (a small decrease in economic crime shares).

Also, the development of crime in Ostrava follows a worse trajectory in the country. While the national crime index has been on the decline since 1999, except
two years (2002 and 2007), the crime index in Ostrava was on the rise between the years 2005 and 2013, reaching the level of 1999 in the year 2011 (see Fig. 2). More appallingly, other big cities in the Czech Republic showed a decreasing tendency in this period. Should the years 1999 and 2009 be compared, then all big cities in the Czech Republic observed a decrease in the crime rates. In Ostrava, however, the change was minimal (0.2%), while the crime rates in Prague, for instance, dropped by 35% over the same period. Since 2009, the crime rates in the Ostrava district have fallen slightly (mainly in 2012), and after the last increase in 2013, probably caused by the amnesty of the former president (1. 1. 2013), there was an evidently significant decrease in 2014 and 2015 (a bigger decrease than for the Czech Republic or the Moravian-Silesian Region).

Fig. 2. Development of CI in Czechia, the Moravian-Silesian region and Ostrava district in 1999 – 2015

Regional differences in crime and its progress traditionally attract geographers. In Czechia and also Slovakia, there are quite common statistics about the crime situation on the level of regions (NUTS3) or districts (LAU1). These general statistics should be considered by geographers in the 21st century as not detailed enough. Crime has not the same intensity over the whole area but differs among municipalities, urban zones and streets. This paper aims to demonstrate an analysis identifying crime hot spot areas utilizing data about all registered crime incidents committed in Ostrava between 2009 and 2011. This methodology is followed by the analysis of spatiotemporal development. Additionally, the positive or negative influence of selected urban factors on this development have been considered too. Although this individual data provides a great potential for various analyses, it also creates a great danger of misinterpretation, if the data that this paper describes in detail, is not rigorously pre-processed and processed. All presented results are purposely displayed above blank maps because of the agreement with the Police of the Czech Republic.
Crime research in Czechia and Slovakia

A detailed historical development of the relationship between crime analyses and geography in Czechia has been provided by Jíchová (2014). Czech and Slovak geographic studies published during the last two decades dealing with a crime can be divided into two categories. The first group deals with crime incidents that are registered and published by the police in official statistics. These studies work mainly on the smaller geographical scale and analyse crime distribution, structure and development mainly on the level of districts (Lubelcová 1996 and Michálek 1995, 2009 and 2010). Additionally, relationships between the level of crime and various demo-economic indicators (population, age structure, unemployment, wages, etc.) are often studied. The current level of crime as well as its progress and crime structure on the level of police districts in Czechia are published online on the web map portal Mapakriminality.cz (Fig. 3). However, papers dealing with macro-level crime analyses in Czech geography journals are very rare. Trends in crime development in Czechia are annually published by the Institute of Criminology and Social Prevention (the latest is Marešová et al. 2015) but from the geographical point of view, regional differences are only generally compared on the level of NUTS3 regions.

Studies analysing crime on a micro-level and working with individual crime incidents have not been published mainly because of problems with the official data available and its quality. Michálek (1997) belongs to one of the first studies focused on a more detail geographical level. Martinková (2007) analysed the experience of respondents with a crime but without spatial factors. Micro-level analyses of registered crime incidents were published by Horák et al. (2011, 2012 and 2013). This paper further extends findings from these three studies and analyses spatial distribution of crime incidents and its development in the city of Ostrava (in relation to the aim of the paper).

Fig. 3. Web Map Portal Mapakriminality.cz (level of crime in police districts in November 2016)
The second type of studies that have been very popular during the last few years are focused on the fear of crime and relevant questionnaire surveys. Matlovičová (2010) analysed fear perception in Prešov. Stasíková (2011 and 2013) analysed factors causing fear in Petřžalka. Fear of crime in Prague and its districts were deeply studied by Jichová and Temelová (2012) or by Temelová et al. (2016). Pánek et al. (2016) analysed fear of crime in Olomouc using web-based crowdsourcing tool PocitoveMapy.cz. They continue with analysing other Czech cities (Opava and Jihlava). These papers often recommend also possible solutions on how to decrease the level of fear or how to prevent crime incidents. Matlovičová and Mocák (2014) describe the possibilities to apply CPTED (Crime Prevention Through Environmental Design) to the intra-urban criminality on the example of the city of Prešov.

DATA SOURCE AND PROCESSING

Data from the years 2009, 2010, and 2011 was provided by the Police of the CR. This data contains all registered crime acts (including misdemeanour) within the area of the city of Ostrava. This data does not describe latent crimes which significance varies according to type of crime from single percents in case of murders to 80–90 % in case of vice crimes (MapyKriminality.cz). Geographical location of the acts is described using the attributes of addresses (i.e. municipality, district, street, house number) noted just in the form of free texts. Additionally, the locality is specified in another attribute, comprised of a subjective description by the police officer. The temporal frame is defined through the date and time of the beginning and end of a crime act. The typology of the crime act is defined using official crime classification (codes identifying the specific type of crime acts). The overall procedure of data processing included: verification of data quality and consistency, completion of code lists, verification of selected records, exclusion of specific crime acts ended in some specified manner (i.e. the crime had not been committed).

From the geographer’s point of view, the most problematic part of data processing is its location in space – geocoding of records. The accuracy of the records from a spatial perspective varies, mainly due to:

– an unknown location where the crime was committed, even approximate (often crimes committed during travelling, mainly on public transport),

– description of the crime location is too general in the case of a large object (shops, streets, squares, etc.), leading to a higher concentration of crimes in certain points and a larger location uncertainty,

– discord ambiguity (Fisher et al. 2006) of location data, failing to indicate a unique location,

– some recorded acts are connected with crimes committed at multiple locations (several garages or shops).

To improve the resulting quality of geocoding, a database of objects, including their coordinates, was developed. These objects can be identified by the spatial location attributes of records and used to specify precisely the location of a crime act. The database comprises of approximately 3,000 records divided into more than 40 types (not all of them, however, have an official source). They include cemeteries, parks, various accommodation and restaurant facilities, social services, malls and department stores, petrol stations, bars, cultural, health and education facilities and other types of objects.
The resulting geocoding quality is summarised in Tab. 1 and was discussed in detail in Horák et al. (2013). The majority of records were geocoded using the complete address (46.5%). Additionally, a significant part of records (almost 25%) were located utilising the developed database of objects. This extensive list of objects considerably contributed to the increase in located records, and that is why their thorough preparation should be emphasised. In the case of 23% of records, the centre of the street had to be indicated as the crime location, which is inadequate mainly in the case of long streets; however, a more precise result could not be reached through an automated process. Another 3% of cases were defined through other methods. These included utilising intersections (mainly for traffic crimes), inserting coordinates directly from maps (in the case of some specific areas with internal orientation systems without address system like shopping centres, large industrial areas, university and research areas), the random generating of points along public transport routes and the utilising of coordinates directly from GPS receivers. All the combined ways mentioned above defined the location of 96.5% cases. Approximately 3.5% of crime records failed to provide any detailed information about their location and only the municipality or district is recorded. However, such a level of location is too vague for a detailed crime analysis. Hence these records were not located and included.

This automatic process of geocoding was followed by manual modification, where the supplementary text description of the crime location was utilised. Each point was thus manually moved based on the description of the events. Finally, more than 70% of records were located with a good quality of precision. It is not realistic to achieve a more precise location with such input data quality. It is important to notice that without exhaustive data pre-processing and verification of resulting locations, results might be misleading and publishing such outcomes verge on hoaxing.


<table>
<thead>
<tr>
<th>Type of location</th>
<th>Number of crimes</th>
<th>Proportion (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Complete address</td>
<td>28,015</td>
<td>46.5</td>
</tr>
<tr>
<td>Location using the database of objects</td>
<td>14,315</td>
<td>23.8</td>
</tr>
<tr>
<td>Location using the centre of a street</td>
<td>13,908</td>
<td>23.1</td>
</tr>
<tr>
<td>Coordinates from the web map</td>
<td>941</td>
<td>1.6</td>
</tr>
<tr>
<td>Intersections</td>
<td>583</td>
<td>1.0</td>
</tr>
<tr>
<td>Randomly generated points along the public transport route</td>
<td>288</td>
<td>0.5</td>
</tr>
<tr>
<td>Coordinates from GPS receivers</td>
<td>70</td>
<td>0.1</td>
</tr>
<tr>
<td>Located in total</td>
<td>58,120</td>
<td>96.5</td>
</tr>
<tr>
<td>Not located</td>
<td>2,126</td>
<td>3.5</td>
</tr>
<tr>
<td>Total</td>
<td>60,246</td>
<td>100.0</td>
</tr>
</tbody>
</table>
CRIME DEVELOPMENT OVER THE YEARS 2009 – 2011

Based on the processed data, the development of structure and the spatial distribution of crimes can be assessed. In 2009, 18,833 crimes were committed, in the following year, the number dropped by 13%, to 16,416 crimes, which did not change considerably in 2011. The CI follows this development and 684, 598, and 589 crimes were committed per 10,000 inhabitants (aged 15+) in the years 2009, 2010, and 2011, respectively.

To identify the hot spots of crime incidents for each year, several methods can be utilised. Anselin’s Local Moran statistic (Anselin 1995) or in the case of crime analyses more preferred Gi and Gi* statistics (Chainey and Ratcliffe 2005) can be used for data aggregated to raster or polygonal units. In the case of point patterns, point based methods of spatial clustering are usually applied like the nearest neighbour hierarchical clustering, K-means clustering or density techniques such as kernel density estimations (Levine 2015). The last method was applied for analysing crime data for particular crime types annually and also for analysing the development of crime.

The kernel density estimation (hereafter KDE) is a non-parametric method originally developed to obtain a smooth estimate of a variate or multivariate probability density from a sample of observation in an area of interest (Silverman 1986) without invoking the modifiable areal unit problem (Wong 2009).

KDE is based on the general formula (Bailey and Gatrell 1995):

$$\lambda(s) = \frac{1}{\delta(s)} \sum_{i=1}^{n} \frac{1}{\pi^d} k \left( \frac{s - s_i}{\tau} \right),$$

where $\lambda(s)$ is the intensity in point $S$ (where $S$ represents general location in area, and $S_1, S_2, \ldots, S_n$ are places of $n$ observed events, $k(u)$ is a suitable function of the dimensional density of probability known as a kernel which has to be symmetrical around the beginning, parameter $\tau > 0$ is bandwidth and determines the level of smoothing, factor $\delta(s)$ depicts a border correction.

There are many functions suitable for kernel implementation e.g. normal, uniform, quartic, triangular, negative exponential (Li and Racine 2007, de Smith et al. 2015 and Levine 2015). One of the most frequent is a quartic function (Li and Racine 2007), where:

$$k_{(u)} = \frac{15}{16} (1 - u^2)^2 \text{ for all } u \text{ within } \tau.$$

After testing, the cell size was set to 5 metres, as the kernel quartic function was used and the threshold varied regarding the category of crime. Most frequently, this was 150 metres; still, in the case of some crime types, the threshold had to be increased up to 300 metres (Ivan and Horák 2015). This should be applied mainly to those types with low occurrence (e.g. vice crimes, toxicomania). Just values from the highest percentiles of non-zero values were displayed in the resulting maps. Thus the most significant and anomalous localities in the city are displayed. The percentile value changed depending on the category of crime. The value of the last decile of non-zero values was utilised most frequently. However, it had to be raised
in some cases, mainly in the case of crimes that are concentrated in isolated areas (more information in Ivan and Horák 2015).

The KDE is less suitable for crimes with a sparser occurrence, as the proximity of individual incidents is not within the given threshold and their intensities cannot be calculated. It is, therefore, sufficient to display just particular occurrences. Here, however, legislative restrictions for displaying this data may apply, which requires applying other methods of visualisation or data masking (Kounadi and Leitner 2014).

The KDE map for the situation in 2011 (Fig. 4) represents an appropriate method for the prompt location of problematic locations. However, it is necessary to conduct a more in-depth analysis of crimes that have occurred in such areas to differentiate between areas with a criminogeneous factor or highlighted due to an exceptional or anomalous event. The publishing of these results must be confirmed...
by the Police of the Czech Republic. Their presentation is a sensitive issue due to a variety of reasons, ranging from privacy protection to possible impacts on the real estate market.

The KDE method with the settings mentioned above was also utilised in assessing the development of crime acts (Fig. 5 and 6). The settings remained unchanged for all analysed years. Localities with a high crime intensity were delimited using contour lines joining pixels with the value of the last decile of all non-zero intensities (Lewis 2015). The map (Fig. 5) shows the development of crime intensity in one part of Ostrava over the three analysed years (using contours), along with the KDE of the crime of the whole three-year period (using colour ramp); similar to Inspektor et al. (2014).

In total, 86 hot spots were located over the whole period, in which the change in area between years was compared (see Fig. 6). There were cases when the located hot spots either merged or divided into individual locations. In such case, partial polygons were merged into multipart polygons. This ensured the comparability of results over the three years. Crime significantly dropped between the years 2009 and 2010, followed by a moderate decrease in the next year (Tab. 3). The compar-
son of the resulting hot spot locations, however, fails to display the change in the
volume of crimes, but rather changes in their spatial distribution – emergence or
disappearance of hot spots.

Fig. 6. Development of crime intensities (the last decile of non-zero pixels)
in Ostrava (2009 – 2011)

Tab. 3. Areas of crime hot spots in hectares (2009 – 2011)

<table>
<thead>
<tr>
<th>Statistics</th>
<th>2009</th>
<th>2010</th>
<th>2011</th>
</tr>
</thead>
<tbody>
<tr>
<td>Count</td>
<td>51.00</td>
<td>68.00</td>
<td>69.00</td>
</tr>
<tr>
<td>Mean</td>
<td>3.16</td>
<td>3.61</td>
<td>3.48</td>
</tr>
<tr>
<td>5% trimmed mean</td>
<td>1.66</td>
<td>2.04</td>
<td>2.07</td>
</tr>
<tr>
<td>Median</td>
<td>0.55</td>
<td>1.49</td>
<td>1.28</td>
</tr>
<tr>
<td>Std. deviation</td>
<td>9.50</td>
<td>10.18</td>
<td>9.88</td>
</tr>
<tr>
<td>Interquartile range</td>
<td>3.35</td>
<td>3.20</td>
<td>3.16</td>
</tr>
</tbody>
</table>
Despite the drop in the crime rate in the first two-year period, more than 30% of hot spot locations observed an increase in the area and 25% new locations emerged. Consequently, the crime distribution is more dispersed, when already existing locations expanded and completely new ones emerged. By contrast, one fifth of locations shrank, and one tenth failed to comply with the definition of a hot spot location. Medians of areas also confirm this trend for each year, which increased from 0.55 hectares to 1.49 hectares over the years 2009 and 2010 (see statistics in Tab. 3).

In the second period, a moderate decrease in the total volume of crimes was observed but also almost 40% of hot spot locations reduced in size. Nevertheless, even now 25% of locations expanded, but the median of their areas decreased to 1.28 hectares (similarly, the mean value). The interquartile range gradually decreases over the whole period, which proves a higher concentration of location areas close to the median value. Should both periods be compared, locations with an increase followed by a decrease in area prevailed. Locations with increasing (or decreasing) areas over both periods show a similar share of approximately 15%.

These changes are also displayed on the map above (Fig. 5) and the development within the whole area of the city in the map below (Fig. 6). Each hot spot location is marked with two characters: + (annual increase), - (annual decrease), or 0 (non-existent in both years). It is evident that the majority of locations with the highest intensity observed the type of “+ -” trend, i.e. an increase followed by a decrease. The only exceptions are locations situated in the western part of the city, where the opposite trend occurred. Ostrava is an example of a polycentric city with three parts of a similar size. In the western part, an increase was observed in 9 locations out of 15. For the sake of comparison, in the southern part, a decrease occurred in 20 hot spot locations out of 32, and in the centre, the area also decreased in 20 locations out of 33 located. It is impossible to specify whether this is attributed to some movements of offenders, although this is one of the possible hypotheses. Despite a general decrease in crimes, it can be seen that the spatial distribution of each location can have an opposite tendency, as was confirmed in the first analysed period.

**URBAN ASPECTS INFLUENCING CRIME LEVEL**

Some authors believe that crime is six times better predictable by location than according to the profile of offenders (i.e. de By et al. 2012). Extensive research has shown that occurrences of crime acts tend not to be randomly scattered in space, but are clustered in certain areas (Curtis 1974, Pyle 1976, Rengert 1980, Swartz 1980, Brantingham and Brantingham 1981, Skogan 1990 and Maltz et al. 1991). This fact helped to define accepted hypotheses according to which the higher risk of crime is in:

1) Urban spaces with an unstable population and a high share of still not adapted immigrants (Roncek 1981).

2) Places with a high social gradient between well-being districts and deprived districts (the concept of the high-risk neighbourhood – Smith 1989).

3) Places with a high concentration of leisure time activities and facilities (Felson 1987, Madge 1997). Usually, it is connected with a high concentration of people (Clark and Eck 2010).
4) Large living blocks with limited neighbour control (Shaw and McKay 1942).
7) Other places attractive to commit crime due to creating suitable conditions (i.e. places of prostitution, drug distribution).

To the opposite relatively safety areas are crime neutral places which do not attract offenders nor their victims/targets and where the inherent social control is present (Brantingham and Brantingham 1993).

The verification of general hypotheses about the influences of external factors on the level of crime is problematic because of data availability from the geographical detail, time scale, guaranty and its completeness point of view. This paper deals with individual crime incidents, and that is why only individual data describing these factors can be used to analyse possible influences what is very limiting. Finally, a set of available data sources describing urban aspects have been used: type of buildings and the number of flats (both from Register of Census Districts and Buildings records 2013 – Czech Statistical Office), the location of selected points of interests (2014; CEDA), slot-machines (2016; Ministry of Finance) and shops and shopping malls (2015; Incoma GfK). All 86 crime hot spot areas were divided into six groups as described in Fig. 6.

The first considered factor deals with the type of buildings that were divided into industrial buildings (including energy production and storage area), residential buildings, administrative buildings (including public administration, schools, and cultural, educational, sports, social and commercial facilities), other buildings (other than defined in the official code list 75 by the Czech Statistical Office) and buildings with a combined use (i.e. commerce, administrative, residential, recreational purposes). All other building types were excluded because there is no building of such type in a crime hot spot. The relative structure of buildings in crime hot spots were then analysed using contingency tables and adjusted standardised residuals and tested by the Chi-squared test. All adjusted std. residuals were replaced by a sign scheme. These signs highlight the differences from the theoretical distribution according to the level of difference of statistical significance where +++/--- represent 99.9%; ++/-- 99%; +- 95% and “o” means that the difference between the observed and theoretical distribution is not statistically significant.

<table>
<thead>
<tr>
<th>Buildings / Type of crime hot spot</th>
<th>- -</th>
<th>- +</th>
<th>- 0</th>
<th>+ -</th>
<th>++</th>
<th>0 +</th>
<th>No. of buildings</th>
</tr>
</thead>
<tbody>
<tr>
<td>Industrial</td>
<td>o</td>
<td>o</td>
<td>o</td>
<td>o</td>
<td>o</td>
<td>o</td>
<td>12</td>
</tr>
<tr>
<td>Residential</td>
<td>o</td>
<td>o</td>
<td>o</td>
<td>o</td>
<td>o</td>
<td>o</td>
<td>1,523</td>
</tr>
<tr>
<td>Administrative</td>
<td>o</td>
<td>++</td>
<td>o</td>
<td>---</td>
<td>o</td>
<td>o</td>
<td>322</td>
</tr>
<tr>
<td>Other</td>
<td>o</td>
<td>--</td>
<td>o</td>
<td>o</td>
<td>++</td>
<td>o</td>
<td>307</td>
</tr>
<tr>
<td>Combined use</td>
<td>o</td>
<td>o</td>
<td>o</td>
<td>o</td>
<td>o</td>
<td>o</td>
<td>15</td>
</tr>
<tr>
<td>Total</td>
<td>340</td>
<td>268</td>
<td>6</td>
<td>1,326</td>
<td>206</td>
<td>33</td>
<td>2,179</td>
</tr>
</tbody>
</table>

Tab. 4. Influence of building type on crime development
Based on the results in table 4, buildings with a combined use and industrial buildings should be excluded too because of their small count which supports insignificant results. Emerging crime hot spots (− +) are mainly in areas with a high density of residential buildings and on the other side are areas with administrative buildings and buildings of other use. The opposite direction of development (+ −) is typical for the prevalence of buildings of other use and with a small share of residential buildings. The last type of crime hot spots consists of areas with a continual increase in crime levels and are typical mainly due to the presence of administrative buildings. There is no statistically significant relationship between the newly emerged, ceased or continuously decreasing hot spots and type of buildings.

The previous table proved the influence of residential buildings on emerging crime hot spots. This influence is analysed in greater detail using the number of flats. From all residential buildings, only those with at least one flat were selected and divided into six categories with one flat (mainly family houses), 2 – 4 flats (family houses with more flats and small residential houses), 5 – 9 flats (small residential houses with 3 – 4 floors), 10 – 12 flats (medium sized block of flats), 13 – 21 flats (big block of flats with 4 – 7 floors) and 22+ flats (big block of flats with more than 7 floors).

The results prove that residential houses with an only small number of flats (up to 4) are typical for continuously decreasing the level of crime (for all three years) or for hot spots that disappeared in 2011 (even they are only three). Furthermore, their share is smaller than expected in all crime hot spots with an increasing area. Medium sized residential buildings (between 5 and 12 flats) are often in areas with an increase in 2010 followed by a decrease in 2011. They are not in areas with a continuous increase or in newly emerged hot spots. Areas with an increase in 2011 or with a continuous increase during both years are typical because of the high share of multilevel blocks of flats with more than 13 flats.

### Tab. 5. Influence of the number of flats on crime development

<table>
<thead>
<tr>
<th>Number of flats / Type of crime hot spot</th>
<th>- -</th>
<th>- +</th>
<th>- 0</th>
<th>+ -</th>
<th>+ +</th>
<th>0 +</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>+++</td>
<td>--</td>
<td>+++</td>
<td>--</td>
<td>-</td>
<td>o</td>
<td>128</td>
</tr>
<tr>
<td>2–4</td>
<td>+++</td>
<td>-</td>
<td>o</td>
<td>--</td>
<td>o</td>
<td>o</td>
<td>156</td>
</tr>
<tr>
<td>5–9</td>
<td>o</td>
<td>o</td>
<td>o</td>
<td>+++</td>
<td>o</td>
<td>--</td>
<td>344</td>
</tr>
<tr>
<td>10–12</td>
<td>o</td>
<td>o</td>
<td>o</td>
<td>+++</td>
<td>--</td>
<td>o</td>
<td>241</td>
</tr>
<tr>
<td>13–21</td>
<td>o</td>
<td>o</td>
<td>o</td>
<td>o</td>
<td>+++</td>
<td>o</td>
<td>276</td>
</tr>
<tr>
<td>22+</td>
<td>o</td>
<td>+</td>
<td>o</td>
<td>--</td>
<td>+++</td>
<td>+++</td>
<td>287</td>
</tr>
<tr>
<td>Total</td>
<td>211</td>
<td>226</td>
<td>3</td>
<td>817</td>
<td>150</td>
<td>25</td>
<td>1,432</td>
</tr>
</tbody>
</table>

To describe the potential criminogenic factors and confirm or reject some of other hypotheses defined at the beginning of this chapter, several types of point of interest were used – slot machines, bars, shopping malls, supermarkets (Albert, Billa, Globus, Kaufland, Lidl, Penny Market and Tesco), basic schools and high schools. Unfortunately, due to the used individual data, the data’s years of publica-
tion differs more or less from the crime data. This discrepancy in years can mean that the data does not completely reflect the situation in 2009 – 2011. The most significant impact is in the case of slot machines where many of slot machines have been removed due to bans by city-district authorities since 2011. Nevertheless, in the case of other types of objects, it would not be so problematic.

Table 6 contains the densities of objects in crime hot spots according to their change in area and the total share of objects in crime hot spots areas from all objects of that type. Probably due to different years of data sources, there is no evident relationship between the development and density of slot machines. However, 64% of 2,447 slot machines in Ostrava remain in crime hot spot areas. Also, other types of objects declare a high share of occurrence in crime hot spots (i.e. 55.6% of all 36 supermarkets) excluding basic and high schools. These shares can be compared to 13% defining the share of non-residential buildings occurring in these hot spots. Higher or smaller densities of other objects do not significantly influence the development of crime levels. Probably the high share of supermarkets in continuously decreasing hot spot areas could be caused by the city campaign “Safer Ostrava!!!(Bezpečnější Ostrava!!)"

Tab. 6. Density of selected point of interest (per km
2
) in crime hot spots

<table>
<thead>
<tr>
<th>Point of interest / Type of crime hot spot</th>
<th>- -</th>
<th>- +</th>
<th>+ -</th>
<th>++</th>
<th>- 0</th>
<th>0 +</th>
<th>Share of objects in %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Slot-machine (2016)</td>
<td>130.51</td>
<td>345.55</td>
<td>1,185.35</td>
<td>738.81</td>
<td>540.70</td>
<td>342.40</td>
<td>64.0</td>
</tr>
<tr>
<td>Bar (2014)</td>
<td>19.40</td>
<td>47.88</td>
<td>38.66</td>
<td>11.79</td>
<td>x</td>
<td>141.22</td>
<td>38.2</td>
</tr>
<tr>
<td>Shopping mall (2015)</td>
<td>x</td>
<td>2.40</td>
<td>1.07</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>33.3</td>
</tr>
<tr>
<td>Supermarket (2015)</td>
<td>17.07</td>
<td>3.70</td>
<td>2.87</td>
<td>7.50</td>
<td>x</td>
<td>71.42</td>
<td>55.6</td>
</tr>
<tr>
<td>Basic school (2014)</td>
<td>0.51</td>
<td>x</td>
<td>0.06</td>
<td>0.90</td>
<td>x</td>
<td>x</td>
<td>5.3</td>
</tr>
<tr>
<td>High school (2014)</td>
<td>x</td>
<td>x</td>
<td>0.03</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>2.1</td>
</tr>
</tbody>
</table>

Note: category – 0 is only informational because of a small number of these areas (3); year in brackets define year of data validity.

CONCLUSION

The presented crime analysis of Ostrava demonstrates a practical example of the processing of data from police registers. This source of data provides multiple advantages. However, it is the harmonisation process and data geocoding that is quite demanding and decisive for the final quality of the analyses. This includes the geocoding of addresses; nonetheless, some crimes are located in a database using the name of an object (e.g. bars, petrol stations, malls). The database of the object in Ostrava was developed (several thousand records) which significantly contributed to the quality of the geocoding process. The results present only a small part of the information, whose publishing is limited without the agreement of the Police. However, even these results display the hidden potential and interesting aspects of the spatial distribution of crime in Ostrava.

Data for a longer period enables us to analyse the development and thus monitor locations with increased crime intensities. The three-year timeline also provides a
more stabilised view of crime distribution in the city. Possible influencing factors were considered for all 86 localised hot spots, and a high share of residential houses with more than 13 flats plays the role of an important criminological factor. On the other hand, the crime level in hot spot areas with a majority of residential houses with only 1 – 4 flats is decreasing. These confirm the hypothesis stated by Shaw and McKay (1942) and also Newman (1972), Spelman (1993) and others. It is difficult to also confirm other hypothesis defined in chapter five because of a lack of available data. The high share of selected type of objects in crime hot spots areas proved to be typical, especially slot machines (64% of all in hot spots) and supermarkets (55.6% of all in hot spots). However, there is no clear relationship between the development of hot spots and the density of selected points of interest.

To achieve a better interpretation of each location with an increased intensity of crime, it is crucial to mention that it is appropriate to analyse the number of cases compared to the number of people occurring within the given area, not only to residents. Also, the development in particular hot spot locations can markedly differ from the general trend in crime rates for the city. Although crime is on the decrease, the area of most hot spot locations can be increasing, regardless of their intensity levels.

The research is supported by the research of the Czech Ministry of Interior, project No. VF20142015034 “Geoinformatics as a tool to support integrated activities of safety and emergency units”.
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Pro analýzy kriminality byla použita data popisující jednotlivé trestné činy na území města. Lokalizace těchto událostí byla v databázi uložena formou volného textu, která nejčastěji obsahovala adresu místa, ale rovněž název objektu (nákupního centra, benzinové pumpy apod.) či název liniového objektu (trasa linky MHD, číslo silnice apod.). Dalšímu zpracování tak předchází náročný postup harmonizace dat a jejich geokódování. Pro zvýšení přesnosti výsledných interpretací byl nástroj vybaven funkcí automatického harmonizace dat s existujícími záznamy.

Představení a vývoj lokalit

Kromě monitoringu vývoje jednotlivých lokalit byly hodnoceny též faktory, které mohly ovlivnit jejich vývoj. Problematické se ukázala nedostatečná kvalita lokalitních dat. Právě spolehlivá a kvalitní lokalizace je stěžejním faktorem pro přesnou analýzu. Chyby v lokalizaci by mohly způsobovat šíření popisů případů kriminality a mít významný vliv na cenu nemovitostí v daných oblastech.

Vzhledem k datům popisujícím vývoj za tříleté období byl vytvořen mapový výzkum, který je založen na hodnocení a interpretaci jednotlivých oblastí. Následně bylo zjištěno, že většina oblastí se střídala mezi rostoucí i stagnující či poklesem. Vývoj v počtu a výměře lokálních oblastí je v mapách vyjádřen znaménky + a -. Vývoj v počtu trestných činů bylo zjištěno, že většina oblastí se mírně zvětšuje, ale také se zvětšuje počet oblastí, které zanikají či vznikají. Vývoj v počtu trestných činů je v mnoha případech značně nestabilní a závisí na mnoha faktorech.
bytů. Z hlediska bodů zájmu se neprokázal vliv jednotlivých objektů na konkrétní vývoj jednotlivých oblastí. Nicméně se potvrdilo, že především vysoký podíl automatů a restaurací je typický pro lokalizované oblasti se zvýšenou kriminalitou. Ze všech výherních automatů jich je 64 % v těchto oblastech, v případě restaurací to je 55,6 %. 