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#### Abstract

The extended growth curve model (sum-of-profiles model) with two fixed effects is considered. Some results on the estimability of its parameters are presented.


## 1. Introduction

Let us consider a special form of the general extended growth curve model (ECGM), so called sum-of-profiles model with two components:

$$
\begin{aligned}
Y & =X_{1} B_{1} Z_{1}+X_{2} B_{2} Z_{2}+e, \\
\mathrm{E} e & =0, \quad \operatorname{var}(\operatorname{vec} e)=\Sigma \otimes I
\end{aligned}
$$

(dimensions of $Y, e, X_{i}, B_{i}$ and $Z_{i}$ are $n \times p, n \times p, n \times m_{i}, m_{i} \times r_{i}$, and $r_{i} \times p$, respectively).

This model was introduced by Von Rosen [6] with arbitrary number of components $k$. Usually $X_{i}$ are ANOVA design matrices and $Z_{i}$ are regression constants matrices. There are two main goals in this model: estimation of the unknown parameters and their testing. In the case of normality, Von Rosen [7] derived maximum likelihood estimators of the parameters $B_{i}$ under the condition that ranges of matrices $X_{i}$ are ordered:

$$
\mathcal{R}\left(X_{k}\right) \subseteq \cdots \subseteq \mathcal{R}\left(X_{1}\right) .
$$

However, these estimators are only half-explicit, computed by a complicated recurrence formula. Also, as usually, MLE of the variance matrix is not unbiased, and the bias is only to be estimated by approximate methods.

[^0]Therefore, we would like to derive explicit formula for unbiased estimators of $B_{i}$. Their form can reveal their geometric properties, and help us to generalize them to more complicated models. Also, they can help us to assess small sample properties of MLE.

We suppose $\mathcal{R}\left(X_{2}\right) \subseteq \mathcal{R}\left(X_{1}\right)$ throughout the paper. This assumption is inevitable for the method we use and it seems to be also a necessary condition for the existence of such estimators.

We shall denote by $P_{G}$ orthogonal projector on column space $\mathcal{R}(G)$ of a matrix $G$ and by $M_{G}=I-P_{G}$ orthogonal projector on its orthogonal complement. If the corresponding (semi)metrics is given by a p.s.d. matrix $A$, these projectors will be denoted by $P_{G}^{A}$ and $M_{G}^{A}$.

## 2. Structure of unbiased estimators

When we vectorize the model, we get

$$
\begin{aligned}
\operatorname{vec} Y & =\left(Z_{1}^{\prime} \otimes X_{1}\right) \operatorname{vec} B_{1}+\left(Z_{2}^{\prime} \otimes X_{2}\right) \operatorname{vec} B_{2}+\operatorname{vec} e \\
& =\left(Z_{1}^{\prime} \otimes X_{1}, Z_{2}^{\prime} \otimes X_{2}\right)\binom{\operatorname{vec} B_{1}}{\operatorname{vec} B_{2}}+\operatorname{vec} e \\
& \stackrel{\text { df }}{=} X \beta+e .
\end{aligned}
$$

This is a standard univariate linear model. We know that least squares estimators are unbiased and under normality have optimal properties. In order to get LSE, we need to have explicit formula for $\left(X^{\prime} V^{-1} X\right)^{-}$, where $V=\operatorname{var} e=\Sigma \otimes I$, possibly preserving the Kronecker structure. According to Marsaglia and Sty an [3], we have

$$
\begin{aligned}
\left(X^{\prime} V^{-1} X\right)^{-} & =\left[\binom{Z_{1} \otimes X_{1}^{\prime}}{Z_{2} \otimes X_{2}^{\prime}}\left(\Sigma^{-1} \otimes I\right)\left(Z_{1}^{\prime} \otimes X_{1}, Z_{2}^{\prime} \otimes X_{2}\right)\right]^{-} \\
& =\left[\begin{array}{cc}
Z_{1} \Sigma^{-1} Z_{1}^{\prime} \otimes X_{1}^{\prime} X_{1} & Z_{1} \Sigma^{-1} Z_{2}^{\prime} \otimes X_{1}^{\prime} X_{2} \\
Z_{2} \Sigma^{-1} Z_{1}^{\prime} \otimes X_{2}^{\prime} X_{1} & Z_{2} \Sigma^{-1} Z_{2}^{\prime} \otimes X_{2}^{\prime} X_{2}
\end{array}\right]^{-} \\
& =\left[\begin{array}{cc}
a+b d c & -b d \\
-d c & d
\end{array}\right],
\end{aligned}
$$

where

$$
\begin{aligned}
a & =\left(Z_{1} \Sigma^{-1} Z_{1}^{\prime}\right)^{-} \otimes\left(X_{1}^{\prime} X_{1}\right)^{-}, \\
b & =\left(Z_{1} \Sigma^{-1} Z_{1}^{\prime}\right)^{-} Z_{1} \Sigma^{-1} Z_{2}^{\prime} \otimes\left(X_{1}^{\prime} X_{1}\right)^{-} X_{1}^{\prime} X_{2}, \\
c & =Z_{2} \Sigma^{-1} Z_{1}^{\prime}\left(Z_{1} \Sigma^{-1} Z_{1}^{\prime}\right)^{-} \otimes X_{2}^{\prime} X_{1}\left(X_{1}^{\prime} X_{1}\right)^{-}, \\
d & =\left(Z_{2} \Sigma^{-1} Z_{2}^{\prime} \otimes X_{2}^{\prime} X_{2}-Z_{2} \Sigma^{-1} P_{Z_{1}^{\prime}}^{\Sigma^{-1}} Z_{2}^{\prime} \otimes X_{2}^{\prime} P_{X_{1}} X_{2}\right)^{-} .
\end{aligned}
$$

Main problem here is the g-inversion of the difference in $d$. But the assumption about ordering of $\mathcal{R}\left(X_{i}\right)$ implies that $P_{X_{1}} X_{2}=X_{2}$ and therefore

$$
d=\left(Z_{2} \Sigma^{-1} M_{Z_{1}^{\prime}}^{\Sigma^{-1}} Z_{2}^{\prime} \otimes X_{2}^{\prime} X_{2}\right)^{-}=\left(Z_{2} \Sigma^{-1} M_{Z_{1}^{\prime}}^{\Sigma^{-1}} Z_{2}^{\prime}\right)^{-} \otimes\left(X_{2}^{\prime} X_{2}\right)^{-} .
$$

Using this, we easily get

$$
\hat{\beta}=\binom{\operatorname{vec} \hat{B}_{1}}{\operatorname{vec} \hat{B}_{2}}=\binom{K_{1}}{K_{2}} \operatorname{vec} Y,
$$

where

$$
\begin{aligned}
K_{1}= & \left(Z_{1} \Sigma^{-1} Z_{1}^{\prime}\right)^{-} Z_{1} \Sigma^{-1} \otimes\left(X_{1}^{\prime} X_{1}\right)^{-} X_{1}^{\prime} \\
& -\left(Z_{1} \Sigma^{-1} Z_{1}^{\prime}\right)^{-} Z_{1} \Sigma^{-1} P_{Z_{2}^{\prime}}^{\Sigma^{-1} M_{Z_{1}^{\prime}}^{\Sigma^{-1}}} \otimes\left(X_{1}^{\prime} X_{1}\right)^{-} X_{1}^{\prime} P_{X_{2}}, \\
K_{2}= & \left(Z_{2} \Sigma^{-1} M_{Z_{1}^{\prime}}^{\Sigma_{2}^{-1}} Z_{2}^{\prime}\right)^{-} Z_{2} \Sigma^{-1} M_{Z_{1}^{\prime}}^{\Sigma^{-1}} \otimes\left(X_{2}^{\prime} X_{2}\right)^{-} X_{2}^{\prime} .
\end{aligned}
$$

De-vectorization of this expression is easy. Thus, we have unbiased LS-estimators of $B_{i}$ in a closed form:

$$
\begin{aligned}
\hat{B}_{1}= & \left(X_{1}^{\prime} X_{1}\right)^{-} X_{1}^{\prime} Y \Sigma^{-1} Z_{1}^{\prime}\left(Z_{1} \Sigma^{-1} Z_{1}^{\prime}\right)^{-} \\
& -\left(X_{1}^{\prime} X_{1}\right)^{-} X_{1}^{\prime} P_{X_{2}} Y\left(P_{Z_{2}^{\prime}}^{\Sigma^{-1} M_{Z_{1}^{\prime}}^{\Sigma^{-1}}}\right)^{\prime} \Sigma^{-1} Z_{1}^{\prime}\left(Z_{1} \Sigma^{-1} Z_{1}^{\prime}\right)^{-}, \\
\hat{B}_{2}= & \left(X_{2}^{\prime} X_{2}\right)^{-} X_{2}^{\prime} Y \Sigma^{-1} M_{Z_{1}^{\prime}}^{\Sigma^{-1}} Z_{2}^{\prime}\left(Z_{2} \Sigma^{-1} M_{Z_{1}^{\prime}}^{\Sigma^{-1}} Z_{2}^{\prime}\right)^{-} .
\end{aligned}
$$

In fact, speaking about unbiasedness is correct only in the case when all matrices $X_{1}, X_{2}, Z_{1}, Z_{2}$ have full rank, and all g -inverses turn into regular inverses. In most cases, $Z_{i} \mathrm{~s}$ are of full rank. However, ANOVA matrices $X_{i} \mathrm{~s}$ need not have full rank. If $B_{i} \mathrm{~S}$ are estimable then these expressions are invariant (and we could use MP-inversion). If not, these formulas produce unbiased estimators for all estimable functions of $B_{i} \mathrm{~S}$.

ML estimators are much more complicated and lead only to asymptotic unbiasedness of estimable functions (see Von Rosen [8]).

It is worth noting that under normality, if $Z_{i}$ are full-rank matrices, the statistic ( $X_{1}^{\prime} Y, X_{2}^{\prime} Y, Y^{\prime} Y$ ) is complete sufficient statistic for all unknown parameters. Thus, in this case the estimators proposed are functions of complete sufficient statistic.

Naturally, we want to estimate $\Sigma$ as well, since the estimators depend on it. Using the same method as before, we can derive that the projection matrix in the vectorized model can be expressed as

$$
P_{\left(Z_{1}^{\prime} \otimes X_{1}, Z_{2}^{\prime} \otimes X_{2}\right)}^{\Sigma^{-1} \otimes I}=P_{Z_{1}^{\prime}}^{\Sigma^{-1}} \otimes P_{X_{1}}+\left(P_{\left(Z_{1}^{\prime}, Z_{2}^{\prime}\right)}^{\Sigma^{-1}}-P_{Z_{1}^{\prime}}^{\Sigma^{-1}}\right) \otimes P_{X_{2}}
$$

(we made use of the formula $M_{Z_{1}^{\prime}}^{\Sigma^{-1}} M_{Z_{2}^{\prime}}^{\Sigma^{-1} M_{Z_{1}^{\prime}}^{\Sigma^{-1}}}=M_{\left(Z_{1}^{\prime}, Z_{2}^{\prime}\right)}^{\Sigma^{-1}}$ ). This matrix is also useful when working with estimable functions, see Žzežula [10]. It follows that

$$
\hat{Y}=X_{1} \hat{B}_{1} Z_{1}+X_{2} \hat{B}_{2} Z_{2}=P_{X_{1}} Y\left(P_{Z_{1}^{\prime}}^{\Sigma^{-1}}\right)^{\prime}+P_{X_{2}} Y\left(P_{\left(Z_{1}^{\prime}, Z_{2}^{\prime}\right)}^{\Sigma^{-1}}-P_{Z_{1}^{\prime}}^{\Sigma^{-1}}\right)^{\prime} .
$$

It is natural to base an estimator of $\Sigma$ on the expression $(Y-\hat{Y})^{\prime}(Y-\hat{Y})$. In fact, the last expression-but with more complicated $\hat{Y}$-is equal to $n \hat{\Sigma}_{M L}$. Using the expression for $\hat{Y}$, after some computation we get

$$
\begin{aligned}
(Y-\hat{Y})^{\prime}(Y-\hat{Y})= & Y^{\prime} M_{X_{1}} Y \\
& +M_{Z_{1}^{\prime}}^{\Sigma^{-1}} Y^{\prime}\left(M_{X_{2}}-M_{X_{1}}\right) Y\left(M_{Z_{1}^{\prime}}^{\Sigma^{-1}}\right)^{\prime} \\
& +M_{\left(Z_{1}^{\prime}, Z_{2}^{\prime}\right)}^{\Sigma^{-1}} Y^{\prime} P_{X_{2}} Y\left(M_{\left(Z_{1}^{\prime}, Z_{2}^{\prime}\right)}^{\Sigma^{-1}}\right)^{\prime} .
\end{aligned}
$$

According to Ghazal and Neudecker [2], we obtain

$$
\begin{aligned}
& \mathrm{E}(Y-\hat{Y})^{\prime}(Y-\hat{Y})= \\
& \quad=\left(n-r\left(X_{1}\right)\right) \Sigma+\left(r\left(X_{1}\right)-r\left(X_{2}\right)\right) M_{Z_{1}^{\prime}}^{\Sigma^{-1}} \Sigma+r\left(X_{2}\right) M_{\left(Z_{1}^{\prime}, Z_{2}^{\prime}\right)}^{\Sigma^{-1}} \Sigma
\end{aligned}
$$

We see that an unbiased estimator of $\Sigma$ is

$$
\hat{\Sigma}=\frac{1}{n-r\left(X_{1}\right)} Y^{\prime} M_{X_{1}} Y,
$$

which is also the REML estimator in the normal case.
It is logical that it makes use only of $X_{1}$, since $X_{2}$ contains less information, and $M_{X_{1}}=M_{\left(X_{1}, X_{2}\right)}$. In a less general situation, but without range ordering, Von Rosen [9] used matrix $M_{\left(X_{1}, X_{2}\right)}$ to get an unbiased estimator. Nevertheless, there is a situation when we can use the whole "residual squares matrix". It is the situation when the correlation structure is known, i.e., $\Sigma=\sigma^{2} R$ with $R$
known. In such a case, the above expression for mean value immediately implies that

$$
\hat{\sigma}^{2}=\frac{1}{m} \operatorname{Tr}\left[(Y-\hat{Y})^{\prime}(Y-\hat{Y})\right]
$$

where

$$
\begin{aligned}
m= & \left(n-r\left(X_{1}\right)\right) \operatorname{Tr}(R) \\
& +\left(r\left(X_{1}\right)-r\left(X_{2}\right)\right) \operatorname{Tr}\left(M_{Z_{1}^{\prime}}^{R^{-1}} R\right) \\
& +r\left(X_{2}\right) \operatorname{Tr}\left(M_{\left(Z_{1}^{\prime}, Z_{2}^{\prime}\right)}^{R^{-1}} R\right),
\end{aligned}
$$

is an unbiased estimator of residual variance $\sigma^{2}$.

## 3. Generalization

Let us consider the sum-of-profiles model with $k$ components:

$$
Y=\sum_{i=1}^{k} X_{i} B_{i} Z_{i}+e
$$

with other assumptions as in the previous sections. We stress that we also suppose

$$
\mathcal{R}\left(X_{k}\right) \subseteq \cdots \subseteq \mathcal{R}\left(X_{1}\right)
$$

Let us define

$$
\begin{aligned}
\hat{Y}=P_{X_{1}} Y\left(P_{Z_{1}^{\prime}}^{\Sigma^{-1}}\right)^{\prime}+P_{X_{2}} Y( & \left.P_{\left(Z_{1}^{\prime}, Z_{2}^{\prime}\right)}^{\Sigma^{-1}}-P_{Z_{1}^{\prime}}^{\Sigma^{-1}}\right)^{\prime}+\ldots \\
& \ldots+P_{X_{k}} Y\left(P_{\left(Z_{1}^{\prime}, \ldots, Z_{k}^{\prime}\right)}^{\Sigma^{-1}}-P_{\left(Z_{1}^{\prime}, \ldots, Z_{k-1}^{\prime}\right)}^{\Sigma^{-1}}\right)^{\prime}
\end{aligned}
$$

Because

$$
\mathcal{R}\left(Z_{1}^{\prime}\right) \subseteq \mathcal{R}\left(Z_{1}^{\prime}, Z_{2}^{\prime}\right) \subseteq \cdots \subseteq \mathcal{R}\left(Z_{1}^{\prime}, \ldots, Z_{k}^{\prime}\right)
$$

and

$$
P_{\left(Z_{1}^{\prime}, \ldots, Z_{i}^{\prime}\right)}^{\Sigma^{-1}}-P_{\left(Z_{1}^{\prime}, \ldots, Z_{i-1}^{\prime}\right)}^{\Sigma^{-1}}=P_{\left(Z_{1}^{\prime}, \ldots, Z_{i}^{\prime}\right)}^{\Sigma^{-1}} M_{\left(Z_{1}^{\prime}, \ldots, Z_{i-1}^{\prime}\right)}^{\Sigma^{-1}}
$$

is the projector on $\mathcal{R}\left(Z_{1}^{\prime}, \ldots, Z_{i}^{\prime}\right) \cap \mathcal{R}\left(Z_{1}^{\prime}, \ldots, Z_{i-1}^{\prime}\right)^{\perp} \forall i$, we can see the geometric structure of the estimator: it adds successive projections of $Y$ on ordered subspaces $\mathcal{R}\left(X_{i}\right)$ and difference subspaces $\mathcal{R}\left(Z_{1}^{\prime}, \ldots, Z_{i}^{\prime}\right) \cap \mathcal{R}\left(Z_{1}^{\prime}, \ldots, Z_{i-1}^{\prime}\right)^{\perp}$. Again, if all $Z_{i}$ s are full-rank matrices, under normality this is a function of complete sufficient statistic.

Since

$$
\begin{aligned}
& \mathrm{E} P_{X_{i}} Y\left(P_{\left(Z_{1}^{\prime}, \ldots, Z_{i}^{\prime}\right)}^{\Sigma^{-1}}-P_{\left(Z_{1}^{\prime}, \ldots, Z_{i-1}^{\prime}\right)}^{\Sigma^{-1}}\right)^{\prime} \\
& =P_{X_{i}}\left(\sum_{j=1}^{k} X_{j} B_{j} Z_{j}\right) \times\left(P_{\left(Z_{1}^{\prime}, \ldots, Z_{i}^{\prime}\right)}^{\Sigma^{-1}} M_{\left(Z_{1}^{\prime}, \ldots, Z_{i-1}^{\prime}\right)}^{\Sigma^{-1}}\right)^{\prime} \\
& =\left(\sum_{j=i}^{k} X_{j} B_{j} Z_{j}\right)\left(P_{\left(Z_{1}^{\prime}, \ldots, Z_{i}^{\prime}\right)}^{\Sigma^{-1}}-P_{\left(Z_{1}^{\prime}, \ldots, Z_{i-1}^{\prime}\right)}^{\Sigma^{-1}}\right)^{\prime}
\end{aligned}
$$

(notice that $P_{X_{i}}$ disappeared due to ordering of $\mathcal{R}\left(X_{i}\right)$ ), we get

$$
\begin{aligned}
\mathrm{E} \hat{Y}= & X_{1} B_{1} Z_{1}\left(P_{Z_{1}^{\prime}}^{\Sigma^{-1}}\right)^{\prime} \\
& +X_{2} B_{2} Z_{2}\left(P_{Z_{1}^{\prime}}^{\Sigma^{-1}}+P_{\left(Z_{1}^{\prime}, Z_{2}^{\prime}\right)}^{\Sigma^{-1}}-P_{Z_{1}^{\prime}}^{\Sigma^{-1}}\right)^{\prime}+\ldots \\
& +X_{k} B_{k} Z_{k}\left(P_{Z_{1}^{\prime}}^{\Sigma^{-1}}+P_{\left(Z_{1}^{\prime}, Z_{2}^{\prime}\right)}^{\Sigma^{-1}}-P_{Z_{1}^{\prime}}^{\Sigma^{-1}}+\ldots\right. \\
& \left.+P_{\left(Z_{1}^{\prime}, \ldots, Z_{k}^{\prime}\right)}^{\Sigma^{-1}}-P_{\left(Z_{1}^{\prime}, \ldots, Z_{k-1}^{\prime}\right)}^{\Sigma^{-1}}\right)^{\prime} \\
= & \sum_{i=1}^{k} X_{i} B_{i} Z_{i}\left(P_{\left(Z_{1}^{\prime}, \ldots, Z_{i}^{\prime}\right)}^{\Sigma^{-1}}\right)^{\prime} \\
= & \sum_{i=1}^{k} X_{i} B_{i} Z_{i}
\end{aligned}
$$

Thus, $\hat{Y}$ is an unbiased estimator of $\mathrm{E} Y$ in general sum-of-profiles model with Von Rosen's condition. Unfortunately, this cannot be used for the estimation of individual components. Straightforward vectorization of the general model is also not usable, because g-inverse (or inverse) of block-wise Kronecker structured matrix is not necessarily Kronecker structured.

However, we can (and should) use this estimator for the estimation of the variance matrix. Using the same way as before, we get

$$
\begin{aligned}
(Y-\hat{Y})^{\prime}(Y-\hat{Y})= & Y^{\prime} M_{X_{1}} Y \\
& +\sum_{i=1}^{k-1} M_{\left(Z_{1}^{\prime}, \ldots, Z_{i}^{\prime}\right)}^{\Sigma^{-1}} Y^{\prime}\left(M_{X_{i+1}}-M_{X_{i}}\right) Y\left(M_{\left(Z_{1}^{\prime}, \ldots, Z_{i}^{\prime}\right)}^{\Sigma^{-1}}\right)^{\prime} \\
& +M_{\left(Z_{1}^{\prime}, \ldots, Z_{k}^{\prime}\right)}^{\Sigma^{-1}} Y^{\prime} P_{X_{k}} Y\left(M_{\left(Z_{1}^{\prime}, \ldots, Z_{k}^{\prime}\right)}^{\Sigma^{-1}}\right)^{\prime}
\end{aligned}
$$

and

$$
\begin{aligned}
\mathrm{E}(Y-\hat{Y})^{\prime}(Y-\hat{Y})= & \left(n-r\left(X_{1}\right)\right) \Sigma \\
& +\sum_{i=1}^{k-1}\left(r\left(X_{i}\right)-r\left(X_{i+1}\right)\right) M_{\left(Z_{1}^{\prime}, \ldots, Z_{i}^{\prime}\right)}^{\Sigma^{-1}} \Sigma \\
& +r\left(X_{k}\right) M_{\left(Z_{1}^{\prime}, \ldots, Z_{k}^{\prime}\right)}^{\Sigma^{-1}} \Sigma .
\end{aligned}
$$

This implies the expected result that we should not change anything on our estimator $\hat{\Sigma}$ from the previous section. Changes required in the estimator of $\hat{\sigma}^{2}$ in the case $\Sigma=\sigma^{2} R$ are obvious.

These results, even if they do not cover the whole scope we would like to, are substantially simpler them the ML-estimators or estimators using restricted parameter space (see, e.g., Fujikoshi [1]). The method of forming projectors on sequentially joined matrices seems to be effective in other cases, too. Whole area is open to further investigation.
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