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NEW INTEGRATED VIEW

AT PARTIAL-SUMS DISTRIBUTIONS

Gejza Wimmer — Ján Mačutek

ABSTRACT. Partial-sums discrete probability distributions occurred in descrip-
tion of many stochastic models. They were used also as a tool for creating new
distributions, or as a link between known distributions. It is shown in this paper
that every discrete distribution with only non-zero probabilities is a partial-sums
distribution, and, moreover, that it has infinitely many parent distributions. The

paper generalizes and unifies the concept of partial-sums distribution. Besides, it
generalizes some risk models in insurance and revises some approaches to math-
ematical modelling in quantitative linguistics.

1. Partial-sums probability distributions

Let us have a discrete probability distribution with the probability mass
function {Qx}x∈N 0

(N 0 = {0, 1, . . .}), its probability generating function be-
ing G(t) =

∑

x≥0 Qxt
x, t ∈ 〈0, 1〉. Let f(x, j) be a real function. The distribu-

tion {Qx}x∈N 0
is called a partial-sums distribution with the parent distribution

{Px}x∈N 0
(or with the parent {Px}x∈N 0

) when its probability mass function sat-
isfies

Qx =
∑

j≥x

f(x, j)Pj, x ∈ N 0. (1)

Simple special cases of (1) for proper f(x, j) were used in risk models in insurance
[7], [8], [9], [14] and [16] and in models in quantitative linguistics and musicology
[20]. The partial summation with f(x, j) = 0 for x = 0 and f(x, j) = κ/j for
x = 1, 2, . . . was analyzed in [19]. Some properties of the geometric distribution
under the summation with f(x, j) = 0 for x = j and f(x, j) = γ for j > x
were shown in [12] and [22]. The problem of invariance of discrete distribution
under partial summations was solved in general in [10]. Papers [11] and [18]
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demonstrate that some distributions and families of distributions are connected
by partial summations for a particular choice of the function f(x, j) (i.e., a proper
function f(x, j) is found for given distributions {Pj}j∈N 0

and {Qx}x∈N 0
). Partial-

-sums distributions are presented also in the comprehensive monograph [4].

2. Main results and examples

The partial-sums distributions are probabilistic models for real stochastic
mechanisms but summations (1) were also seen as a tool for creating new dis-
crete distributions (for a given parent distribution {P ∗

j }j∈N 0
some functions

f(x, j) were chosen and the resulting partial-sums distributions {Px}x∈N 0
were

obtained), see, e.g., [15] and [20], or as a link among distributions or distribu-
tion families, see [11] and [18]. In this paper we prove that every two discrete
probability distributions which are defined on the same support and have only
non-zero probabilities are connected by a partial summation. Due to this fact,
some applications of partial-sums distributions to mathematical modelling (es-
pecially) in quantitative linguistics must be revised. This consequence of our
findings will be discussed in Conclusion.

The proof that every two discrete probability distributions defined on the
same support with only non-zero probabilities is mathematically trivial, but it
has been left unnoticed so far.Theorem. Let {Px}x∈N0 and {Qx}x∈N0 be discrete probability distributions with

Px > 0 for all x ∈ N0 and Qx > 0 for all x ∈ N0. Then the distributions {Px}x∈N0
and {Qx}x∈N0 satisfy (1) for

f(x, k) = f(k) =
Qk −Qk+1

Pk

, k ∈ N0. (2)

P r o o f. If we replace f(x, j) in (1) with f(j), we have

Qk =
∑

j≥k

f(j)Pj, k ∈ N 0 (3)

and

Qk+1 =
∑

j≥k+1

f(j)Pj , k ∈ N 0. (4)

(2) is proved by subtracting (4) from (3). �

Similarly, it can be shown that any two discrete distributions which have
supports of the same size are connected by a partial summation.
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We note that the function f(j) from (2) is a special case of the function
f(x, j) from (1), as it is constant with respect to the variable x. Using the
function f(x, j) (i.e., the function of two variables) can lead to even a richer
system of interrelations among discrete distributions.

Examples.

1. Substituting the geometric and Poisson distribution to (2) we obtain

f(j) =
p (1− p)

j
− p (1− p)

j+1

e−λλj

j!

=
p2 (1− p)

j
j!

e−λλj
, (5)

which means that the geometric distribution with parameter p is a partial-sums
distribution, its parent being the Poisson distribution with parameter λ.

2. Consider the Kemp-hypergeometric family of discrete distributions, that
is, the family of distributions with the probability generating function

G(t) = kFr

(

a1, . . . , ak; b1, . . . , br; θ(t − 1)
)

, k, r ≥ 1

(i.e., the probability generating function of the distributions from the Kemp-
-hypergeometric family is a generalized hypergeometric function, see [2]). The
family contains many well-known distributions, among others the binomial, hy-
pergeometric and negative binomial distributions (see [17, pp. 341–343]). It can
be easily seen that

G(t) =1 +
a
(1)
1 . . . a

(1)
k

b
(1)
1 . . . b

(1)
r

θ1(t− 1)1

1!
+

a
(2)
1 . . . a

(2)
k

b
(2)
1 . . . b

(2)
r

θ2(t− 1)2

2!
+ · · ·

= kFr(a1, . . . , ak; b1, . . . , br;−θ)

+ t

{

a
(1)
1 . . . a

(1)
k

b
(1)
1 . . . b

(1)
r

1!

1!0!

θ1

1!
(−1)0 +

a
(2)
1 . . . a

(2)
k

b
(2)
1 . . . b

(2)
r

2!

1!1!

θ2

2!
(−1)1 + · · ·

}

+ t2

{

a
(2)
1 . . . a

(2)
k

b
(2)
1 . . . b

(2)
r

2!

2!0!

θ2

2!
(−1)0 +

a
(3)
1 . . . a

(3)
k

b
(3)
1 . . . b

(3)
r

3!

2!1!

θ3

3!
(−1)1 + · · ·

}

+ t3

{

a
(3)
1 . . . a

(3)
k

b
(3)
1 . . . b

(3)
r

3!

3!0!

θ3

3!
(−1)0 +

a
(4)
1 . . . a

(4)
k

b
(4)
1 . . . b

(4)
r

4!

3!1!

θ4

4!
(−1)1 + · · ·

}

+ · · ·

= kFr(a1, . . . , ak; b1, . . . , br;−θ)

+ t1
a
(1)
1 . . . a

(1)
k

b
(1)
1 . . . b

(1)
r

θ1

1!

{

1 +
(a1 + 1)(1) . . . (ak + 1)(1)

(b1 + 1)(1) . . . (br + 1)(1)
(−θ)1

1!

+
(a1 + 1)(2) . . . (ak + 1)(2)

(b1 + 1)(2) . . . (br + 1)(2)
(−θ)2

2!
+ · · ·

}
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+ t2
a
(2)
1 . . . a

(2)
k

b
(2)
1 . . . b

(2)
r

θ2

2!

{

1 +
(a1 + 2)(1) . . . (ak + 2)(1)

(b1 + 2)(1) . . . (br + 2)(1)
(−θ)1

1!

+
(a1 + 2)(2) . . . (ak + 2)(2)

(b1 + 2)(2) . . . (br + 2)(2)
(−θ)2

2!
+ · · ·

}

+ · · ·

=

∞
∑

x=0

tx
a
(x)
1 . . . a

(x)
k

b
(x)
1 . . . b

(x)
r

θx

x!
kFr(a1 + x, . . . , ak + x; b1 + x, . . . , br + x;−θ)

(x(0) = 1, x(n) = x(x+ 1) . . . (x+ n− 1) for x ∈ R , n ∈ N = {1, 2, . . .}).

Consequently, the probability mass function of the distributions from the Kemp-

-hypergeometric family can be expressed as

Px =
a
(x)
1 . . . a

(x)
k

b
(x)
1 . . . b

(x)
r

θx

x!
kFr(a1 + x, . . . , ak + x; b1 + x, . . . , br + x;−θ).

As it holds

eθ kFr(α1, . . . , αk; β1, . . . , βr;−θ)

=

{

1 +
θ1

1!
+

θ2

2!
+ · · ·

}

{

1 + (−1)1
α
(1)
1 . . . α

(1)
k

β
(1)
1 . . . β

(1)
r

θ1

1!

+(−1)2
α
(2)
1 . . . α

(2)
k

β
(2)
1 . . . β

(2)
r

θ2

2!
+ · · ·

}

=

∞
∑

j=0

{

j
∑

i=0

(

j

i

)

(−1)i
α
(i)
1 . . . α

(i)
k

β
(i)
1 . . . β

(i)
r

}

θj

j!
,

one can write

Px = e−θ a
(x)
1 . . . a

(x)
k

b
(x)
1 . . . b

(x)
r

eθ
θx

x!
kFr(a1 + x, . . . , ak + x; b1 + x, . . . , br + x;−θ)

=

∞
∑

j=x

a
(x)
1 . . . a

(x)
k

b
(x)
1 . . . b

(x)
r

(

j

x

)

{

j−x
∑

i=0

(−1)i
(

j − x

i

)

(a1 + x)(i) . . . (ak + x)(i)

(b1 + x)(i) . . . (br + x)(i)

}

e−θ θ
j

j!

=

∞
∑

j=x

a
(x)
1 . . . a

(x)
k

b
(x)
1 . . . b

(x)
r

(

j

x

)

{

j−x
∑

i=0

(−1)i
(

j − x

i

)

(a1 + x)(i) . . . (ak + x)(i)

(b1 + x)(i) . . . (br + x)(i)

}

P ∗
j .

The last equation is a special case of (1) for

f(x, j) =
a
(x)
1 . . . a

(x)
k

b
(x)
1 . . . b

(x)
r

(

j

x

)

{

j−x
∑

i=0

(−1)i
(

j − x

i

)

(a1 + x)(i) . . . (ak + x)(i)

(b1 + x)(i) . . . (br + x)(i)

}

.
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We have shown that all distributions from the Kemp-hypergeometric family are
partial-sums distributions, having the Poisson distribution as their parent. We
have thus substantially generalized Willmot’s models from [16].

3. Conclusion

The results achieved have consequences both on the theoretical level and in
the applications of partial-sums discrete distributions.

First, according to the theorem proved in the previous section, every discrete
distribution with only non-zero probabilities is a partial-sums distribution for
some choice of the function f(x, j) and of the parent distribution. Moreover,
every discrete distribution with only non-zero probabilities has infinitely many
parents. Hence, it does not make any sense to speak about, e.g., a family of
partial-sums distributions with Poisson parents—all discrete distributions with
only non-zero probabilities on N 0 can be expressed as partial-sums distribu-
tion with Poisson parents. There are three elements in the partial summations
(1)—the parent distribution, the resulting partial-sums distribution and the
function f(x, j) which links them. If one wants to exploit partial summations to
build a family of distributions, two of the three elements must be fixed. Other-
wise, if one of the elements is fixed, one always obtains all discrete distributions
with non-zero probabilities on supports of the same size. Of course, it can hap-
pen that two different partial summations (1) with two different parent distribu-
tions result in the same partial-sums distribution as shown in the next examples.

Examples.

1. Parent distribution {Pj}j∈N 0
with probability generating function

2F1(2, 1; b+ 3; t)

2F1(2, 1; b+ 3; 1)
and probability mass function

{

(j + 1)! b

(b+ 2)(j+1)

}

j∈N 0

,

b > 0 (see in [6]) under the summation with f(x, j) = 1
j+1 is resulting in the

same partial-sums distribution {Qx}x∈N 0
as parent distribution {P̃j}j∈N 0

with probability generating function

2F1(1, 1; b+ 3; t)

2F1(1, 1; b+ 3; 1)
and probability mass function

{

j! (b+ 1)

(b+ 2)(j+1)

}

j∈N 0

,

b > 0 (see in [3], [13]) under the summation with f(x, j) = b
b+1 for all j. The

resulting Yule distribution {Qx}x∈N 0
has probability generating function
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b

b+ 1
2F1(1, 1; b+2; t) and probability mass function

{

x! b

(b+ 1)(x+1)

}

x∈N 0

,

b > 0 (see in [4, p. 287]).

2. Parent distribution {Pj}j∈{0,1,...,n} with probability generating function

2F1(−n, 1;−n; t)

2F1(−n, 1;−n; 1)
and probability mass function

{

1

n+ 1

}

j∈{0,1,...,n}

,

n ∈ N 0 (discrete uniform distribution, see, e.g., in [4]) under the sum-
mation with f(x, j) = 1

j+1 is resulting in the same partial-sums distribu-

tion {Qx}x∈{0,1,...,n} as parent distribution {P̃j}j∈{0,1,...,n} with probabil-
ity generating function

3F2(−n, 1, 1;−n, 2; t)

3F2(−n, 1, 1;−n, 2; 1)
and probability mass function

{

1

(j + 1)[Ψ(n+ 2)−Ψ(1)]

}

j∈{0,1,...,n}

,

Ψ–Digamma function (see in [1], [23]) under the summation with

f(x, j) =
1

1 + µ
,

µ is the mean of this parent distribution.

The resulting distribution {Qj}j∈{0,1,...,n} has probability generating func-
tion

3F2(−n, 1, 1; 2, 2; 1− t) and probability mass function
{

1

n+ 1

n
∑

i=x

1

i+ 1

}

x∈{0,1,...,n}

(see in [5]). Many other examples can be derived from [18].

Second, we mention a suggested application of partial summations in quanti-
tative linguistics. A family of distributions given by the equation

Px−1 − Px

Px

= a0 +

k1
∑

i=1

a1i

(x− b1i)
c1 +

k2
∑

i=1

a2i

(x− b2i)
c2 + · · · (6)

was suggested as a general model in this field, see [21]. The equation is inter-
preted as an equilibrium state between influences of a speaker and a hearer.
All particular linguistic laws are supposed to be special cases of this general
model. Under this assumption the question appears what to do with models
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which do not fit the equation (6). The paper [11] tries to answer the question
by presenting such models as partial-sums distributions with a parent from the
family (6). Here we have shown that this attempt fails, since all discrete distri-
butions with non-zero probabilities can be presented in this way and one would
obtain also models which are not linguistically interpretable.
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