
tmMathematial Publiations
DOI: 10.2478/v10127-011-0016-2

Tatra Mt. Math. Publ. 48 (2011), 165–187

SYSTEMS WITH MONOTONE AND SLOPE

RESTRICTED NONLINEARITIES

Vladimir Răsvan

ABSTRACT. The paper starts from the suggestion of R. E. Kalman that addi-
tional information on nonlinearity slope may improve the sufficient conditions for

absolute stability. This leads to the so called systems with augmented dynamics.
Motivated also by the problem of the PIO II aircraft oscillations—self sustained
oscillations induced by the saturation nonlinearities, which are both sector and
slope restricted—the paper considers a generalization of the Yakubovich crite-
rion to the case of the systems with critical and unstable linear part. The same
generalization concerns a quite well known stability criterion where only slope

restrictions are taken into account: the published version is improved by using
all advantages of the Liapunov method and of the frequency domain stability
inequalities. The results are illustrated by several applications.

1. Physical and engineering motivation

In a standard control system the basic structure is a feedback system, e.g.,
Fig. 1, where the linear subsystem denoted by Ha(s) accounts for the controlled
plant while the subsystem denoted by Hc(s) accounts for the controller; Ha(s)
and Hc(s) are the transfer functions of the subsystems; they are associated to
the descriptions by forced (controlled) linear ordinary differential equations with
constant coefficients in a standard way, e.g., [15] and we skip other explanation.

This feedback structure is rather general. In such an important application as
the problem of PIO—P(ilot) I(n-the-loop) O(scillations) the subsystem Ha(s)
accounts for airframe dynamics while Hc(s) accounts for pilot dynamics (the
dynamics of a human operator). We continue with this rather special applica-
tion because it is extremely relevant for our way of problem development. The
structure of Fig. 1 describes a linear system which corresponds to PIO I case

c© 2011 Mathematical Institute, Slovak Academy of Sciences.
2010 Mathemat i c s Sub j e c t C l a s s i f i c a t i on: 34D23, 93D10, 93D30.
Keywords: nonlinear systems, slope restrictions, augmented dynamics, frequency domain
inequalities.

This work was supported by CNCSIS-UEFISCSU project number PN II – IDEI 95/2007.

165



VLADIMIR RĂSVAN
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Figure 1. Basic linear feedback structure.

Figure 2. Saturation nonlinearities: a) standard; b) with deadzone.

when the entire structure is linear and self sustained oscillations occur for a pair
of purely imaginary eigenvalues of the overall system. There are however PIO
cases when the frequency of the oscillations does not coincide with some possi-
ble purely imaginary eigenvalues of the linear system. Such real case data point
to nonlinear phenomena and the simplest approach is to consider saturation of
the actuators or, as it is better known by aircraft engineers and pilots, onset of
position and rate limiters. The saturation functions are displayed in Fig. 2 while
the structure with rate limiter is shown in Fig. 3. This is called PIO II [1].
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Figure 3. Feedback structure with rate limiter.
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Figure 4. Sector restricted nonlinearity.

A simple examination of the graphics of Fig. 2 shows that these functions are
sector restricted, i.e., belong to the class described by Fig. 4.

2. Problem statement. Approaches and extensions

A. Following the line of the previous section we start from the structure of
Fig. 3. Consider that the linear subsystems denoted by their transfer functions
Ha(σ) and Hc(σ) are the standard ones in Control Theory, i.e., described by
rational functions which are strictly proper for Ha(σ) and at most proper for
Hc(σ):

Ha(σ) =
Na(σ)

Da(σ)
, ∂(Na) < ∂(Da); Hc(σ) =

Nc(σ)

Dc(σ)
, ∂(Nc) ≤ ∂(Dc), (1)

where ∂(·) denotes the polynomial degree. We consider the state representations
of the two transfer functions

ẋa = Aaxa + baµa(t), νa = c∗axa,

ca(σI − Aa)
−1ba ≡ Ha(σ) =

Na(σ)

Da(σ)

(2)

and
ẋc = Acxc + bcµc(t), νc = c∗cxc + γcµc,

cc(σI −Ac)
−1bc + γc ≡ Hc(σ) =

Nc(σ)

Dc(σ)

(3)

connected as in Fig. 3
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µ̇a = f(νc − µa), µc = ν0 − νa, (4)

where ν0 is the so called reference signal. Consequently, the system of Fig. 3 is
described by

ẋa = Aaxa + baµa,

ẋc = −bcc∗axa +Acxc + bcν0,

µ̇a = f(νc − µa); νc = −γcc∗axa + f∗c xc + γcν0.

(5)

Let ν0 ≡ const; if f(ν) = 0 for ν = 0 only, then (5) has a constant solution
(equilibrium) which may be computed as solution of the following linear system









Aa − γcbac
∗
a baf

∗
c 0

−bcc∗a Ac 0

γcc
∗
a −f∗c 1

















x̄a

x̄c

µ̄a









=









−γcba
bc

γc









ν0 . (6)

If the system in deviations is introduced, then the deviation variables

za = xa − x̄a, zc = xc − x̄c, ξa = µa − µ̄a (7)

satisfy
ża = Aaza + baξa,

żc = −bcc∗aza +Aczc,

ξ̇a = f(−γcc∗aza + f∗c zc − ξa).

(8)

Denoting φ(λ) = −f(−λ) we obtain

ża = Aaza + baξa,

żc = −bcc∗aza +Aczc,

ξ̇a = −φ(γcc∗aza − f∗c zc + ξa).

(9)

Obviously, this system belongs to the class described by

ẋ = Ax− bφ(c∗x) (10)

with suitable notations. By writing

ẋ = Ax+ bµ(t), ν = c∗x,

µ = −φ(ν)
(11)

we obtain a systemic form for (10) which corresponds to the general structure
of Fig. 5.

The nonlinear function φ(·) is assumed to be as in Fig. 4 hence it is subject
to the basic sector restrictions

ϕ ≤ φ(ν)

ν
≤ ϕ̄. (12)

We are now in position to state, for the sake of completeness.
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Figure 5. Absolute stability feedback structure.Problem (Absolute stability). Given the system (10), find conditions on (A, b, c,
ϕ, ϕ̄) in order that the zero equilibrium of the system, i.e., the identically zero
solution, should be globally asymptotically stable for all nonlinear functions sat-
isfying (12).

It is worth mentioning, once more, that the absolute stability property is
a robust stability property in the sense that it is valid for an entire class of
nonlinear functions—defined by (12)—and not for a specific one: in fact the
stability conditions contain only information about the linear part and the sector
where the nonlinear functions are confined—see (11) also (12).

B. Along its almost 70 years of history (the first reference is considered to be
from 1942—see the reference list of [17] two basic methods asserted themselves:

a) the direct method of Liapunov via a Liapunov function of the form “qua-
dratic form plus integral of the nonlinear function”

V (x) = x∗Hx+ θ

c∗x
∫

0

φ(ϑ) dϑ, (13)

b) the method of the Popov like frequency domain inequality:

ℜe Z(ıω)
(

1

ϕ̄
+

(

1 +
ϕ

ϕ̄

)

κ̃(ıω) + ϕ̄ | κ̃(ıω) |2
)

≥ 0, (14)

where κ̃(σ) = c∗(σI − A)−1b is the transfer function of the linear part of (10)
and the stability multiplier Z(σ) is defined in the case of the standard Popov
criterion by

Z(σ) = τ + θσ (15)

(The P(roportional) D(erivative) multiplier, see [15]).

It is now a well established fact that the two approaches are equivalent in
the sense that finding of H (Hermitian matrix) and θ (a real parameter) in (13)
ensuring the required properties of V requires solution of certain Linear Matrix
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Inequalities. At their turn these Linear Matrix Inequalities can be solved if and
only if (14) holds with Z(σ) defined by (15).

The previous considerations indicate also the ways of extending these results
to other classes of systems. The extensions may be performed in two ways. The
first one concerns the extension of the class of linear blocks; the first step here
is to consider time delay blocks of the form

ẋ(t) = A0x(t) +A1x(t− τ) + bµ(t), ν = c∗x (16)

or even more general (several delays, distributed delays, delayed input, delayed
output etc.). Since such a linear system can be given an integral form using the
Cauchy formula of the variations of parameters, an even more general system
than (16) would be an integral one, having one of the forms below

ν(t) = ρ(t) +

t
∫

0

κ(t− τ)µ(τ) dτ ; ν(t) =

t
∫

−∞

κ(t− τ)µ(τ) dτ (17)

or even the “anticipative” (non-causal) system

ν(t) =

∞
∫

−∞

κ(t− τ)µ(τ) dτ. (18)

All these linear systems have in common one feature—the “continuous time”,
i.e., the independent variable t ∈ R. But various applications such as computer
control, digital signal modulation a.o. provide also discrete time systems such as

xk+1 = Axk + bµk, ν = c∗x (19)

and its “integral” counterparts

νk = ρk +

k−1
∑

0

κk−1−iµi, νk =

k−1
∑

−∞

κk−1−iµi, νk =

∞
∑

−∞

κk−1−iµi. (20)

It is exactly the discrete time case that offers a first motivation for restrict-
ing the class of nonlinear functions. Namely the inequality of (14) type can be
obtained only for Z(σ) ≡ const (the so called Tsypkin like criterion [14]); if the
discrete analogue of (15) is required (the so called Jury-Lee criterion), then it is
necessary to have φ(ν) non decreasing [14].

Another motivation for considering additional restrictions for the nonlin-
ear functions in the sector (12) has been suggested long ago in a paper of
R. E. K a l m a n published in 1957 (see [14] for the exact reference): by making
the class of sector restricted functions more narrow, it is possible to make the
stability sector larger.

This idea deserves additional explanation. Among the functions confined in
the sector we count the linear ones also. Were only these functions the ones
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for which absolute stability is required, the absolute stability would become
a standard linear stability problem with a maximal stability sector (ϕ, ϕ̄). Con-
sideration of nonlinear functions for the (global) stability requirement enlarges
the class of sector restricted functions; while this would imply a more narrow
stability sector, it has been conjectured by M. A. A i z e r m a n in 1948 (see,
e.g., [8]) that the absolute stability sector would coincide with the linear (“Hur-
witz”) one. This conjecture which holds for the first order systems, is disproved
even for the second order ones in some special cases and there exists a celebrated
counter-example of V. A. P l i s s from 1958 which is of the third order. In the
above mentioned paper Kalman conjectured that the linear and absolute stabil-
ity sectors possibly coincide for sector and slope restricted nonlinearities (since
the linear functions are both sector and slope restricted). The Kalman conjec-
ture was also disproved but it turned to be true for all the third order systems
while for larger order counter examples may be constructed in an algorithmic
way [3].

As an outcome of the above issues, there were considered monotone, odd-
monotone, globally Lipschitz and slope restricted nonlinear functions which were
also sector confined.

C. Like in the discrete time case, the restriction of the admissible class of
nonlinear functions allowed an extension of the class of multipliers Z(σ). We
give below some examples of such multipliers:

• the Brockett-Willems multiplier [9]

ZBW (σ) =

(

a0σ +

m
∑

1

ai
σ + zi
ciσ + zi

)±1

, ai > 0, zi > 0, 0 < ci ≤ 1, (21)

• the Yakubovich multiplier [23]

ZY (σ) = 1 + θσ − βσ2, (22)

• the P(roportional) I(ntegral) multiplier [22]

ZPI(σ) = 1 + θ(σ)−1, (23)

• the Baker-Desoer multiplier [2]

ZBD(σ) = 1 + θσ + ς̃(σ), (24)

where ς̃(σ) is the Laplace transform of some non-positive function
ς ∈ L1(0,∞) and such that 1 + ς̃(0) > 0.

• the Zames-Falb multiplier [24]

ZZF (σ) =

∞
∑

1

ζke
−τkσ+

∞
∫

−∞

ζ(t) e−σtdt. (25)
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Remark that the last two multipliers may not be rational functions.

The stability inequalities for each type of multiplier are obtained under spe-
cific assumptions and with a specific design task: this means that a definite type
of multiplier may be helpful in some cases and harmful in other ones. We do not
insist on this matter but consider a definite case.

3. The Yakubovich multiplier and its versions

Our starting point will be system (10) with φ(ν) subject to the sector inequali-
ties (12). As we already mentioned in the previous section, obtaining a frequency
domain stability inequality with some kind of multiplier requires some additional
restriction on the class of nonlinear functions (the only exception seems to be the
Popov multiplier; however the sector restriction (12) may be satisfied by some
time varying nonlinear function but in this case there is no multiplier; therefore
time invariance is a restriction for the Popov multiplier).

Therefore we shall consider the slope restriction

ν ≤ φ′(ν) ≤ ν̄ (26)

and assume as in [23] that ϕ = 0. The frequency domain stability inequality is

τ1

(

1

ϕ̄
+ ℜe κ̃(ıω)

)

+ τ2ℜe ıωκ̃(ıω)

+ τ3ω
2ℜe

(

1 + νκ̃(−ıω)
)(

1 + ν̄κ̃(ıω)
)

≥ 0, (27)

for some real numbers τi, where τ1 ≥ 0, τ3 ≥ 0. If this condition holds for
τ1 = 0, we may multiply by ω−2 and with the choice τ3 = ν̄−1 the inequality
(27) becomes

1

ν̄
+ ℜe

(

1 +
ν

ν̄
− τ2
ıω

)

κ̃(ıω) +
(ν

ν̄

)

|κ̃(ıω)|2 ≥ 0. (28)

Obviously, this frequency domain inequality incorporates only slope information
about the nonlinear function. If additionally ν = 0 in (26), then (28) may be
written as

ℜe
(

1− τ2
ıω

)

(

1

ν̄
+ κ̃(ıω)

)

≥ 0 (29)

thus obtaining the PI multiplier. Under this form the frequency domain inequal-
ity appears in [22], [12]. The same condition has been also reported in [5], i.e.,
earlier than [22]. We mention also that unlike [22] the paper [12] deals with
several nonlinear elements; with respect to this it was preceded by [13], whose
aim was to give more convincing proofs than in [22] but within the framework
of several nonlinear elements and beyond the standard case with A, a Hurwitz
matrix.
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If we leave aside these various frameworks (different sectors, single/several
nonlinear function(s), non-Hurwitz matrix A) and focus on the standard frame-
work (single nonlinear function, Hurwitz matrix A, ϕ = ν = 0), then the same
frequency domain inequality (29) may be obtained, but under different additional
(technical) assumptions. This might be considered just a matter of researcher’s
technique but it is in fact connected with a basic choice—the way of associating
an augmented system. Without discussing the general analysis of [4], we shall
describe briefly each case above.

In [23] the augmented system was defined by the state variables

z = x, ζ = −φ(c∗x) (30)

what sends to the n+ 1 dimensional system

ż = Az + bζ,
(31)

ζ̇ = −φ′(c∗z)c∗(Az + bζ).

Obviously this system has the prime integral

ζ(t) + φ
(

c∗z(t)
)

≡ const, (32)

hence its dimension may be reduced by one; moreover if the solutions of (31) are
viewed on the invariant set ζ+φ(c∗z) ≡ 0—suggested by (30)—then z(t) ≡ x(t)
provided z(0) = x(0). This extended system was considered in [7] for the case of
several nonlinear functions.

Consider now the approach of [5]; here the new state variables are

z = Ax− bφ(c∗x), ζ = −φ(c∗x) (33)

and unlike (30) here z = ẋ. From here the following is obtained

ż = Az + bµ(t),
(34)

ζ̇ = µ(t), µ(t) = −φ′
(

c∗x(t)
)

c∗z.

If det A 6= 0, then we may compute c∗x = c∗A−1(z − bζ) to obtain the (n+ 1)–
–dimensional system

ż = Az + bζ,
(35)

ζ̇ = −φ′
(

c∗A−1(z − bζ)
)

c∗z

with the prime integral

ζ(t) + φ
(

c∗A−1
(

z(t)− bζ(t)
)

)

≡ const. (36)

The third approach of [22], [12] is based on “differentiating the initial system”;
this means,

z = Ax− bφ(c∗x), ζ = c∗x, (37)
hence
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ż = Az − bφ′(ζ)c∗z,
(38)

ζ̇ = c∗z

with the prime integral

ζ(t)− c∗A−1z(t)− c∗A−1bφ
(

ζ(t)
)

≡ const. (39)

Not only that (30) are the simplest in defining the new state variables but
also the “return” to the basic system (10) via the associated prime integral
generating a family of invariant sets is much simpler. This suggests, especially
when thinking to the assumption det A 6= 0 that slope restrictions are taken
into account in a more natural way if considered together with the sector re-
strictions.

4. Two frequency domain criteria for absolute stability:

a comparison

We shall state first the Yakubovich type criterion for the single nonlinearity
case, in a very general framework for the sectors, slope restrictions and non-
-Hurwitz matrix A.Theorem 1. Consider the system (10) under the following assumptions: i) it is
non-degenerate, i.e., (A, b) is a controllable pair and (c∗, A) is an observable pair;
ii) the C1-function φ : R 7→ R is subject to the sector conditions (12) and slope
restrictions (26); iii) the system is minimally stable, i.e., there exists a linear
function φ(ν) = ϕ̃ν with ϕ̃ ∈ [ϕ, ϕ̄] ⊆ [ν, ν̄] such that A − bϕ̃c∗ is a Hurwitz
matrix.

Suppose there exist the real nonnegative numbers τ ≥ 0, β ≥ 0 and the real
number θ such that the following frequency domain stability inequality holds for
all ω ≥ 0

τ

ϕ̄
+
β

ν̄
ω2 + ℜe

(

τ

(

1 +
ϕ

ϕ̄

)

+ ıωθ + β
(

1 +
ν

ν̄

)

ω2

)

κ̃(ıω)

+ (τϕ+ βνω2)|κ̃(ıω)|2 ≥ 0. (40)

Moreover, the following alternative is valid. If A is hyperbolic, i.e., it has no
eigenvalues on the imaginary axis ıR, then (40) is strict including for ω → ∞
while the sector conditions (12) and the slope restrictions (26) are non strict;
if A has some eigenvalues on ıR, i.e., system (10) is in a critical case, then (40)
is non strict while (12) and (26) are strict; also in this last case, if τ = 0, then
(

1 + ϕκ̃(0)
)(

1 + ϕ̄κ̃(0)
)

> 0.
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Assume also that the following condition is fulfilled

lim inf
λ→∞

θ

λ2





λ
∫

0

φ (ϑ) dϑ− 1

2
λφ (λ)



≥ 0. (41)

Then system (10) is absolutely stable, i.e., its equilibrium at 0 is globally asymp-
totically stable for all functions in the corresponding admissible class, i.e., subject
to (12), (26) and (41).

As we already mentioned, in the case of Theorem 1 the slope restrictions are
taken into account in a more natural way, together with the sector restrictions.
The proof of Theorem 1 follows from the main result of [20], where the case of
several nonlinearities is considered, and will not be reproduced here. We shall
point out however that this proof makes use of both sector and slope restric-
tions. Consequently, even if the sector information may be eliminated from the
frequency domain inequality—see (28)—they remain present in defining the class
of nonlinear functions for which absolute stability is valid.

We recall now the short note [22] where it had been stated that the proposed
criterion (with PI multiplier) incorporated slope information only; this meant
that this information only was present both in the frequency domain inequality
and in defining the class of nonlinear functions for which absolute stability was
valid (unlike the criterion of Theorem 1).

Since the proofs of [22] were far from convincing, an attempt was made in [13]
to “fill the gap”; at the same time some generalizations were considered there:
several nonlinear elements, unitary treatment of stable, critical and unstable
cases, the set of prime integrals of the type (39). The stability criterion thus
obtained displays however another drawback: the class of nonlinear functions
depends on the numbers ϕ̃i—ϕ̃ in the single nonlinearity case—ensuring minimal
stability.

For this reason we shall reconsider here the main result of [13], more precisely
the single nonlinearity case of [16] and eliminate the dependence on ϕ̃. The result
reads as follows.Theorem 2. Consider the system (10) under the following assumptions: i)
det A 6= 0, (c∗, A) is an observable pair and c∗A−1b 6= 0; ii) the C1-function
φ : R 7→ R is subject to the slope restrictions (26); iii) the system is minimally
stable, i.e., there exists a linear function φ(ν) = ϕ̃ν with ϕ̃ ∈ [ν, ν̄] such that
A− bϕ̃c∗ is a Hurwitz matrix.

Suppose there exist τ ≥ 0 and some real number θ such that the following
frequency domain stability inequality holds for all ω ≥ 0

τ + ℜe
(

τ(ν + ν̄)− θ

ıω

)

κ̃(ıω) + τνν̄ | κ̃(ıω) |2≥ 0. (42)
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Also the following alternative is valid. If A is hyperbolic, i.e., it has no eigen-
values on the imaginary axis ıR, then (42) is strict including for ω → ∞ while
the slope restrictions (26) are non strict; if A has some eigenvalues on ıR, i.e.,
system (10) is in a critical case, then (42) is non strict while (26) are strict;
also, if in both cases the Left Hand Side of (42) is identical to a constant or in
the last case, τ = 0, then

(

1 + νκ̃(0)
)(

1 + ν̄κ̃(0)
)

> 0. Assume also that (41) is
fulfilled. Then system (10) is absolutely stable, i.e., its equilibrium at 0 is globally
asymptotically stable for all functions in the corresponding admissible class, i.e.,
subject to (26) and (41).

The two theorems have a lot in common but it is worth mentioning some
differences. The first assumption is rather technical: if we want to eliminate the
controllability assumption on (A, b), then a certain necessary assumption on the
uncontrollable spectrum in order to apply the Yakubovich-Kalman-Popov lemma
will prevent A to have no zero eigenvalue. Also the condition c∗A−1b = κ̃(0) 6= 0
is technical, i.e., it is imposed by the proof technique.

Due to the novelty of this result with respect to [13], [16]—in fact it is a gen-
uine improvement—a sufficiently detailed proof is given in the Appendix.

5. Some examples

A. We shall borrow an application from [7]. Consider the third order differ-
ential equation

y′′′ + φ(y′′) + α1y
′ + α0y = 0; α0 > 0, α1 > 0 (43)

where φ : R 7→ R is a C1 function. We want to obtain the maximal sector and/or
the maximal slope restriction domain, i.e., to solve the so called Kalman problem.

If φ(ν) = α2ν then the Hurwitz condition reads α2 > α0/α1. Let φ(ν) =
(α0/α1)ν + ψ(ν); system (43) becomes

y′′′ + (α0/α1)y
′′ + ψ(y′′) + α1y

′ + α0y = 0 (44)

which may be written as (10) with

A =









0 1 0

0 0 1

−α0 −α1 −α0/α1









, b =









0,

0

1









, c∗ =
(

0 0 1
)

.

The transfer function of the linear part is

κ̃(σ) =
σ2

σ3 + (α0/α1)σ2 + α1σ + α0
=

σ2

(σ + α0/α1)(σ2 + α1)
. (45)
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Since κ̃(0) = 0 only Theorem 1 can be applied. Due to the condition α2 > α0/α1

the Hurwitz sector for (44) is (0,∞). The frequency domain inequality is deduced
from (40) as below

τ

ϕ̄
+
β

ν̄
ω2 −ℜe(τ + βω2 + ıωθ)

ω2

(α1 − ω2)((α0/α1) + ıω)
≥ 0. (46)

Without any loss of generality we may choose τ = 1. The choice θ = −(1 +
α1β)(α0/α

2
1) is compulsory to simplify α1 − ω2 which might otherwise induce

a change of sign at ω =
√
α1. It follows that

1

ϕ̄
+
β

ν̄
− α0

α2
1

ω2

(α0/α1)2 + ω2
≥ 0

which gives

β

ν̄
λ2 +

(

1

ϕ̄
+
β

ν̄

(

α0

α1

)2

− α0

α2
1

)

λ+
1

ϕ̄

(

α0

α1

)2

≥ 0.

Obviously the final choice β/ν̄ > 1/α0 ensures fulfilment of the above inequality
for ϕ̄ > 0 and ν̄ > 0 arbitrarily large (but nevertheless finite).

B. Consider now the third order differential equation [6], [18]

y′′′ + α2y
′′ + α1y

′ + α0y + f(y) = 0 (47)

where f : R 7→ R is again a C1-function, α2 > 0, α0 > 0, α1α2 > α0. Re-writing
the system by introducing −φ(ν) = (α0 − α1α2)ν + f(ν) we obtain

y′′′+ α2y
′′ + α1y

′ + α1α2y − φ(y) = 0 (48)

which may be written as (10) with

A =









0 1 0

0 0 1

−α1α2 −α1 −α2









, b =









0

0

−1









, c∗ =
(

1 0 0
)

.

The transfer function of the linear part is

κ̃(σ) =
−1

(σ2 + α1)(σ + α2)
, κ̃(0) =

−1

α1α2
< 0

and we may apply Theorem 2 in the critical case with ν = 0, τ = 1/ν̄:

1

ν̄
+ ℜe

(

1− θ

ıω

)

α2 − ıω

(α1 − ω2)(α2
2 + ω2)

=
1

ν̄
+

α2 + θ

(α1 − ω2)(α2
2 + ω2)

≥ 0 (49)

and the only choice to simplify α1−ω2 is θ = −α2 < 0; in this way the LHS of (49)
reduces to a strictly positive constant. The additional condition of Theorem 2
in this case will give ν̄ < α1α2. Stability is thus ensured for any φ(y) satisfying
0 < φ′(y) < α1α2 hence for any f(y) subject to −α0 < f ′(y) < α1α2 − α0 and
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to (41) in the case θ < 0. In this way a result of [21, Satz 4.15, p. 320] even with
a slight generalization since now we have α0 6= 0 unlike in [21].

C. Consider now the fourth order differential equation

y′′′′+ αy′′′+ βy′′+ γy′ + f(y) = 0, α > 0, αβ − γ > 0. (50)

The Hurwitz conditions for the fourth degree polynomial

p(λ) ≡ λ4 + αλ3 + βλ2 + γλ+ δ (51)
are

α > 0, αβ − γ > 0, (αβ − γ)γ − α2δ > 0

hence β > 0, γ > 0. Introducing

φ(ν) =
(

βγ/α− (γ/α)2
)

ν − f(ν)
we obtain

y′′′′+ αy′′′+ βy′′+ γy′+
(

βγ/α− (γ/α)2
)

y − φ(y) = 0. (52)

This equation may be given the form (10) with

A =













0 1 0 0

0 0 1 0

0 0 0 1

−(βγ/α− (γ/α)2) −γ −β −α













, b =













0

0

0

−1













, c∗ =
(

1 0 0 0
)

and the transfer function

κ̃(σ) =
−α2

(ασ2 + γ)(ασ2 + α2σ + αβ − γ)

having two poles on ıR and two other in C−. We may apply again Theorem 2 in
the critical case with ν = 0, τ = 1/ν̄. After some tedious manipulation that we
do not reproduce here we find the unique choice θ = (2γ − αβ)α−2 to simplify
the factor γ − αω2) that might produce a change of sign and to obtain finally

α2ν̄ ≤ min
λ≥0

[

(αβ − γ − αλ)2 + αλ
]

.

We do not reproduce the final form of the maximally large slope restrictions
since this is just a matter of elementary manipulation.

6. Some conclusions and future challenge

Throughout the paper a critical analysis has been performed concerning the
role of certain stability multipliers that are introduced when slope restrictions
for the nonlinear functions are taken into account. Only the single nonlinearity
case was considered. The main result of the paper appears to be Theorem 2
where some non-negligible errors of the previous papers [13], [16], [18] have been
corrected. Consequently, the results concerning some applications of [18] were
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sensibly improved. The future research on this type of multiplier arising from
the idea of considering the slope information only aims to the case of several
nonlinear elements and to the extension to the case of the integral equations.
The improvement of this stability criterion for the case of several nonlinear ele-
ments should provide an improvement on the conditions of a “good” qualitative
behavior for such important applications as neural networks (see [19]).
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[7] BARBĂLAT, I.—HALANAY, A.: Conditions de comportement “presque linéaire” dans
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Appendix

Proof of Theorem 2

The proof will follow the line of [7], [20], i.e., combining the methods of pos-
itiveness theory [15] and of the Liapunov second method for robustness proofs
(i.e., ensuring stability for an entire class of systems containing some uncer-
tainty).

We start from system (10) and assume φ : R 7→ R being C1 and satisfying (26).
Introducing new state variables

z = Ax− bφ(c∗x), η = c∗x, (53)

they satisfy the following (n+ 1)-dimensional system

ż = Az − bφ′(η)c∗z, η̇ = c∗z. (54)

This system has the prime integral

η(t)−
(

c∗A−1b)φ(η(t)
)

− c∗A−1z(t) ≡ const (55)

and, if η(t) and z(t) are constructed starting from a solution of (10), the constant
in (55) is 0.

A. We associate to (54) the so called P o p o v system [15] composed of the
control system

(

ż

η̇

)

=

(

A 0

c∗ 0

)(

z

η

)

+

(

b

0

)

µ(t) (56)
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and the integral index

χo(0, t) =

t
∫

0

Fo
(

µ(ϑ), z(ϑ), η(ϑ)
)

dϑ, (57)

where the quadratic form Fo(µ, z, η) is as follows

Fo(µ, z, η) = τ(µ+ νc∗z)(µ+ ν̄c∗z)− θµη. (58)

Here τ ≥ 0 and θ ∈ R are those of the frequency domain inequality (42) of The-
orem 2. Following [15] we shall consider (56)–(58) as having complex coefficients
A, b, c and complex arguments µ, z, η. Therefore Fo is extended to complex
values of its arguments as follows

Fo(µ, z, η) = τ µ̄µ+
1

2
τ(ν + ν̄)(µ̄c∗z + z∗cµ)

+ τνν̄z∗cc∗z +
1

2
θ(µ̄η + η̄µ) (59)

and the asterisk denotes transpose and complex conjugation or just transpose
in the case of vectors and matrices with real entries.

Following [15] we associate to (56) and (59) the characteristic function of two
complex variables

χ̃o(λ, σ) = τ +
1

2

(

τ(ν + ν̄) + θ/σ
)

κ̃(σ)

+
1

2
¯̃κ(λ)

(

τ(ν + ν̄) + θ/λ
)

+ τνν̄ ¯̃κ(λ)κ̃(σ), (60)

where κ̃(σ) = c∗(σI − A)−1b is the transfer function of the linear block in (11)

and ¯̃κ(λ) = κ̃(λ̄).

It has also to be mentioned that if ν̄ = ∞, then

Fo(µ, z, η) = τ(µ+ νc∗z)c∗z − θµη

in (58) and if ν = −∞, then

Fo(µ, z, η) = −τ(µ+ ν̄c∗z)c∗z − θµη.

Let (42) hold for some τ ≥ 0, θ ∈ R. It is easily seen that the LHS of (42) is
exactly χ̃o(−ıω, ıω), hence we have χ̃o(−ıω, ıω) ≥ 0. We are thus in position to
apply positiveness theorem [15, Chapter 3], for single input systems. According
to this theorem, if χ̃o(−ıω, ıω) ≥ 0, then there exist a scalar γo, a n-vector wo

and a Hermitian n × n matrix Ho such that along the solutions of (56), (57),
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(59) the following expression of χo(0, t) is valid

χo(0, t) =

[

z∗(ϑ)Hoz(ϑ)− θ

c∗A−1b

(

z∗(ϑ)(A∗)−1cη(ϑ)

+ η̄(ϑ)c∗A−1z(ϑ)− 2η̄(ϑ)η(ϑ)

)

]∣

∣

∣

∣

∣

t

0

+

t
∫

0

|γoµ(ϑ) + (wo)∗z(ϑ)|2 dϑ. (61)

(From the conditions of the problem it follows that since θ is real, c∗A−1b must
be such).

If (42) is strict (> 0) including ω → ∞, then there will exist some ε > 0
sufficiently small such that

χ̃ε = χ̃o(−ıω, ıω)− εb∗(−ıωI −A∗)−1(ıωI −A)−1b ≥ 0. (62)

Thus the positiveness theorem may be applied to a modified Popov system with

Fε(µ, z, η) = Fo(µ, z, η)− εz∗z (63)

to find a scalar γε, a n-vector wε and a n× n hermitian matrix Hε such that

χε(0, t) =

[

z∗(ϑ)Hεz(ϑ)− θ

c∗A−1b

(

z∗(ϑ)(A∗)−1cη(ϑ)

+ η̄(ϑ)c∗A−1z(ϑ)− 2η̄(ϑ)η(ϑ)
)

]∣

∣

∣

∣

∣

t

0

+

t
∫

0

|γεµ(ϑ) + (wε)∗z(ϑ)|2dϑ. (64)

It is worth mentioning that if the coefficients A, b, c are real, then γo, wo, Ho

and γε, wε, Hε, respectively, may be chosen with real entries.

B. We shall write now the second form of χε(0, t) and χo(0, t), respectively.
Let x̂(t) be some solution of (10). Starting from this solution we define ẑ(t) and
η̂(t) in (53); these functions will verify (54) and also (55) with the constant
equal to 0, as already mentioned. Choosing µ(t) = −φ′

(

η̂(t)
)

c∗ẑ(t) in (56), the

solution
(

z(t), η(t)
)

of (56) will coincide with ẑ(t), η̂(t) and this is valid for any
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solution of (10). We may thus drop the “hat” and obtain

χε(0, t) = τ

t
∫

0

(

ν − φ′
(

η(ϑ)
)

)(

ν̄ − φ′
(

η(ϑ)
)

)

(

c∗z(ϑ)
)2
dϑ

− θ

η(t)
∫

η(0)

λφ′(λ) dλ− ε

t
∫

0

|z(ϑ)|2 dϑ. (65)

The form of (65) shows that this part of the proof is done under the assumption
that A, b, c have real entries. The writing of χo(0, t) follows from (65) by letting
ε→ 0.

Now we take the following procedure: take in (64) µ(ϑ) = −φ′
(

η(ϑ)
)

c∗z(ϑ)
and equate (64) and (65). Taking into account (55)—with zero constant—we
find after some simple manipulation:

z∗(ϑ)Hεz(ϑ)|t0 +
t
∫

0

| − γεφ′
(

η(ϑ)
)

c∗z(ϑ) + (wε)∗z(ϑ)|2 dϑ

= τ

t
∫

0

(

ν − φ′
(

η(ϑ)
)

)(

ν̄ − φ′
(

η(ϑ)
)

)

(

c∗z(ϑ)
)2

dϑ

− θ

η(t)
∫

η(0)

φ(λ) dλ− ε

t
∫

0

|z(ϑ)|2 dϑ. (66)

This suggests the following state function

Vε(z, η) = z∗Hεz + θ

η
∫

0

φ(λ) dλ. (67)

Along the solutions of (54) constructed starting from the solutions of (1) this
function is subject to

Vε
(

z(t), η(t)
)

= Vε
(

z(0), η(0)
)

+ τ

t
∫

0

(

ν − φ′
(

η(ϑ)
)

)(

ν̄ − φ′
(

η(ϑ)
)

)

(

c∗z(ϑ)
)2

dϑ

−
t
∫

0

∣

∣−γεφ′
(

η(ϑ)
)

c∗z(ϑ) + (wε)∗z(ϑ)
∣

∣

2
dϑ − ε

t
∫

0

|z(ϑ)|2 dϑ. (68)
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If the frequency domain inequality (42) is non-strict (≥ 0), equality (68) takes
the form arising from letting ε → 0. Previous considerations suggest the state
function

Vo(z, η) = z∗Hoz + θ

η
∫

0

φ(λ) dλ (69)

subject to

Vo
(

z(t), η(t)
)

= Vo
(

z(0), η(0)
)

+ τ

t
∫

0

(

ν − φ′
(

η(ϑ)
)

)(

ν̄ − φ′
(

η(ϑ)
)

)

(

c∗z(ϑ)
)2
dϑ

−
t
∫

0

| − γoφ′
(

η(ϑ)
)

c∗z(ϑ) + (wo)∗z(ϑ)|2dϑ − ε

t
∫

0

|z(ϑ)|2dϑ. (70)

The state functions Vε and Vo are candidate Liapunov functions if consid-
ered along the solutions of (10), i.e., by making use of (53). We shall have first
from (68)

d

dt
Vε
(

Ax(t)− bφ
(

c∗x(t)
)

, c∗x(t)
)

≤ −ε
∣

∣Ax(t)− bφ
(

c∗x(t)
)∣

∣

2
(71)

hence the derivative of Vε along the solutions of (10) vanishes on the equilibria
set only—here the singleton {0}.

In the second case the derivative of Vo along the solutions of (10) vanishes
surely on the set where c∗z = 0 hence for η = const, ż = Az. Since (c∗, A) is an
observable pair, it follows that the derivative of Vo along the solutions of (10)
also vanishes on the equilibria set of (10)—here the singleton {0}.

D. We search now a sign condition for the candidate Liapunov function itself.
Let φ(ν) = ϕ̃ν where ϕ̃ is that of Theorem 2 hence A− bϕ̃c∗ is a Hurwitz and,
therefore, non-singular matrix. For this case the candidate Liapunov function
becomes a quadratic form

Vε
(

(A− bϕ̃c∗)x, c∗x
)

:= Wε
ϕ̃(x) = x∗

[

(A− bϕ̃c∗)∗Hε(A− bϕ̃c∗) +
1

2
θϕ̃cc∗

]

x

and since Aϕ̃ = A− bϕ̃c∗ is nonsingular, the derivative

d

dt
Wε

ϕ̃

(

x(t)
)

≤ −ε|Aϕ̃x(t)|2

is negative definite. System (10) with φ(ν) = ϕ̃ν being exponentially stable,
Wε

ϕ̃(x) results positive definite hence

Wε
ϕ̃(x) ≥ δε(ϕ̃)|x|2. (72)
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In the other case, of non-strict frequency domain inequality and strict slope
restrictions we have ν < ϕ̃ < ν̄ and

d

dt
Wo

ϕ̃

(

x(t)
)

≤ τ(ν − ϕ̃)(ν̄ − ϕ̃)
(

c∗Aϕ̃x(t)
)2
.

Since (c∗, A) is an observable pair, (c∗, Aϕ̃) is such. Therefore we have in this
case also

Wo
ϕ̃(x) ≥ δo(ϕ̃)|x|2 (73)

because (10) is exponentially stable for φ(ν) = ϕ̃ν.

The next step is to prove the same property for any φ(ν) = ϕν, where ϕ is
arbitrary in the interval [ν, ν̄] or (ν, ν̄). With respect to this we shall considered
the “transformed” system

ẋ = Aϕ̃x−
(

φ(c∗x)− ϕ̃c∗x
)

, (74)

the associated system

ż = Aϕ̃z − b
(

φ′(η)− ϕ̃
)

c∗z, η̇ = c∗z (75)

with its prime integral, the associated Popov controlled system
(

ż

η̇

)

=

(

Aϕ̃ 0

c∗ 0

)(

z

η

)

+

(

b

0

)

µ(t) (76)

and the integral index

χo
ϕ̃(0, t) =

t
∫

0

Fo
ϕ̃

(

µ(ϑ), z(ϑ), η(ϑ)
)

dϑ (77)

with its quadratic form

Fo
ϕ̃(µ, z, η) = τ

(

µ+ (ν − ϕ̃)c∗z
)(

µ+ (ν̄ − ϕ̃)c∗z
)

− θµη. (78)

The frequency domain characteristic will be

χ̃o
ϕ̃(−ıω, ıω) = τ+ℜe

(

τ(ν+ν̄−2ϕ̃)+
θ

ıω

)

κ̃ϕ̃(ıω)+τ(ν−ϕ̃)(ν̄−ϕ̃)|κ̃ϕ̃(ıω)|2. (79)

Here κ̃ϕ̃(σ) = c∗(σI −Aϕ̃)
−1b = κ̃(σ)

(

1 + ϕ̃κ̃(σ)
)−1

.

A straightforward computation shows that

χ̃o
ϕ̃(−ıω, ıω) =

1

|1 + ϕ̃κ̃(ıω)|2 χ̃
o(−ıω, ıω) (80)

or

χ̃o
ϕ̃(−ıω, ıω) =

∣

∣

∣

∣

det(ıωI −A)

det(ıωI −Aϕ̃)

∣

∣

∣

∣

2

χ̃o(−ıω, ıω). (81)

If A has no eigenvalues on ıR and χ̃o(−ıω, ıω) > 0 for all ω > 0 including
ω → ∞ then also χ̃o

ϕ̃(−ıω, ıω) > 0 for all ω > 0 including ω → ∞. If A has some
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eigenvalues on ıR and χ̃o(−ıω, ıω) ≥ 0 only then (81) shows that χ̃o
ϕ̃(−ıω, ıω) ≥ 0

also.

We assert now that (10) is exponentially stable for all linear functions φ(ν) =
ϕ̃ν where ν ≤ ϕ̃ ≤ ν̄ or ν < ϕ̃ < ν̄. This assertion is proved by contradiction:
assume there exists some ϕ̂ ∈ [ν, ν̄] or ϕ̂ ∈ (ν, ν̄) and some ω0 ∈ R such that

det(ıω0I −A+ bϕ̂c∗) = det
(

ıω0I −Aϕ̃ + b(ϕ̂− ϕ̃)c∗
)

=
(

det(ıω0I −Aϕ̃)
)(

1 + (ϕ̂− ϕ̃)κ̃ϕ̃(ıω0)
)

= 0.

Since Aϕ̃ is a Hurwitz matrix we deduce 1+ (ϕ̂− ϕ̃)κ̃ϕ̃(ıω0) = 0. If this equality
is taken into account in (79) then

χ̃o
ϕ̃(−ıω0, ıω0) = τ

(ν − ϕ̂)(ν̄ − ϕ̂)

(ϕ̃− ϕ̂)2
≤ 0. (82)

The equality is possible only for non-strict slope restrictions if τ > 0, but in
this case the frequency domain inequality is strict for all ω including at ∞; the
contradiction is obtained. In the critical cases, when the slope restrictions are
strict and τ > 0, (82) is strict but this contradicts the non-strict frequency
domain inequality of opposite type.

We have still to discuss some “limit” cases: τ = 0 and/or the frequency
domain characteristic is constant for all ω. In all these cases ℑmκ̃(ıω) 6= 0 for all
ω except ω = 0 hence 1+(ϕ̂−ϕ̃)κ̃ϕ̃(ıω0) 6= 0 if ω0 = 0. But in this case we cannot
have 1+(ϕ̂− ϕ̃)κ̃ϕ̃(0) = 0 because of the assumption

(

1+νκ̃(0)
)(

1+ ν̄κ̃(0)
)

> 0.

In this way we obtained that (72) and (73) hold for all linear functions subject
to the slope restrictions. Since the interval of the slope restrictions is compact,
δε and δo may be chosen independent of ϕ to find

Wε
ϕ(x) ≥ δε|x|2, Wo

ϕ(x) ≥ δo|x|2. (83)

We can now proceed as follows: substitute in Wε
ϕ or in Wo

ϕ the real number ϕ
by φ(c∗x)/c∗x for c∗x 6= 0 and by 0 if c∗x = 0. It follows in both cases

W(x) =
(

A− bφ(c∗x)
)∗
H
(

A− bφ(c∗x)
)

+
1

2
θ(c∗x)φ(c∗x)

= V(x) + θ





c∗x
∫

0

φ(λ) dλ− 1

2
(c∗x)φ(c∗x)



≥ δ|x|2 (84)

which allows application of the following Liapunov like lemma of [10].Lemma. Consider the system of ordinary differential equations in the general
form

ẋ = f(x), dim x = dim f = n. (85)

Any constant vector c satisfying f(c) = 0 is called a stationary vector; the set of
all stationary vectors is called stationary set. Assume there exists a continuous

186



SLOPE RESTRICTED NONLINEARITIES

function V : Rn 7→ R with the following properties: i) V
(

x(t)
)

is nonincreas-
ing with respect to t along any solution of (85); ii) if for some bounded for
−∞ < t < ∞ x(t), V

(

x(t)
)

≡ const then this solution is a stationary vector;
iii) lim|x|→∞ V (x) = ∞. Then system (85) has global asymptotics, i.e., any of
its solutions approaches for t→ ∞ the stationary set.

Combining now (84) with (41) and with the decrease conditions (68) and
(70) we find that the assumptions of the Lemma hold for (10). Application of
the Lemma to this system whose set of equilibria is the singleton {0} proves
Theorem 2.
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