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ON A BOUNDARY VALUE PROBLEM FOR

DIFFERENTIAL EQUATION WITH P-LAPLACIAN

Boris Rudolf

ABSTRACT. The existence of a solution of a boundary value problem for dif-
ferential equation with p-Laplacian is proved by the technique of lower and upper
solutions. A nonlocal boundary condition and a derivative dependent nonlinearity
is assumed.

The paper deals with the boundary value problem for a second order differ-
ential equation with one dimensional p-Laplacian

(

ϕp(x
′)
)

′

= f
(

t, x, ϕp(x
′)
)

, (1)

x′(0) = 0, x(b) =

b
∫

0

x(s)dg(s)− kϕp

(

x′(b)
)

. (2)

The second, nonlocal, boundary condition covers Dirichlet boundary condition
as well as certain types of multipoint boundary conditions.

Several authors prove the existence and multiplicity of positive solutions for
various types of boundary conditions using fixed point theorems on a positive
cone. See [2], [5]. Here the nonlinearity f doesn’t depend on the derivative.

We prove the existence of a solution using a method of lower and upper
solutions. Our ideas are motivated by the results derived for the classical second
order boundary value problems [1], [4].

Further results and references concerning method of lower and upper solutions
for regular and singular two point and periodic boundary value problems with
p-Laplacian can be found in [3].

We use the function ϕp(x) = |x|p−1sgn (x) with p > 1. Its inverse is ϕq(x)
with 1

p
+ 1

q
= 1.

The function g is a nondecreasing function of bounded variation and k ≥ 0.

We assume f : I × R2 → R is a continuous function, I = [a, b] and we seek

for a classical solution x(t) ∈ D, D =
{

x ∈ C1(I), ϕp(x
′) ∈ C1(I)

}

.
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We don’t assume differentiability of a lower and upper solution on the whole
interval I. Set I0 = I \ {ti; 0 < ti < b, i = 1 . . . n}.Definition 1. A function α ∈ C(I) ∪ C1(I0), with ϕ(α′) ∈ C1(I0) is called
a lower solution of (1), (2) if

lim
t→ti−

α′(t) ≤ lim
t→ti+

α′(t) for i = 1, . . . , n,

(

ϕp

(

α′(t)
)

)

′

≥ f
(

t, α(t), ϕp

(

α′(t)
)

)

for t ∈ I0,

α′(0) ≥ 0, α(b) ≤

b
∫

0

α(s) dg(s)− kϕp

(

α′(b)
)

.

Similarly, a function β ∈ C(I) ∪ C1(I0), with ϕ(β′) ∈ C1(I0) is called an
upper solution of (1), (2) if

lim
t→ti−

β′(t) ≥ lim
t→ti+

β′(t) for i = 1, . . . , n,

(

ϕp

(

β′(t)
)

)

′

≤ f
(

t, β(t), ϕp(β
′)
)

, for t ∈ I0,

β′(0) ≤ 0, β(b) ≥

b
∫

0

β(s)dg(s)− kϕp

(

β′(b)
)

.

In the case of strict inequalities for limits at ti, for the equation on I0 and for
the second boundary condition we say that lower and upper solutions are strict.Lemma 2. Let α, β be a strict lower and upper solutions and x(t) be a solution

of the problem (1), (2).

Then α(t) ≤ x(t) implies α(t) < x(t) and β(t) ≥ x(t) implies β(t) > x(t).

P r o o f. Let x(t) ≥ α(t) and suppose that x(t0) = α(t0).

Suppose t0 = ti, then limt→ti− x′(t) − α′(t) > limt→ti+ x′(t) − α′(t) which
inequality is in a contradiction with minimum of x− α at t0.

Suppose t0 ∈ (0, b), t0 6= ti. Then there is ε > 0 such that x′(t) ≤ α′(t), for
t ∈ (t0 − ε, t0) and x′(t) ≥ α′(t) for t ∈ (t0, t0 + ε). As ϕp is a strictly increasing
function, ϕp

(

x′(t)
)

≤ ϕp

(

α′(t)
)

for t ∈ (t0 − ε, t0) and ϕp

(

x′(t)
)

≥ ϕp

(

α′(t)
)

for

t ∈ (t0, t0 + ε). Then
(

ϕp(x
′(t0)

)

− ϕp

(

α′(t0)
)

′

≥ 0. This is in a contradiction
with

ϕp

(

x′(t0)
)

−ϕp

(

α′(t0)
)

′

< f
(

t0, x(t0), ϕp

(

x′(t0)
)

)

− f
(

t0, α(t0), ϕp

(

α′(t0)
)

)

= 0.

Case t0 = 0 leads to the same contradiction arguing on the interval (0, ε).

If t0 = b, then ϕ
(

x′(b)
)

≤ ϕp

(

α′(b)
)

and
∫ b

0
x(s) dg (s) ≥

∫ b

0
α(s) dg (s). Using

the second boundary condition we obtain the contradiction x(b) =
∫ b

0
x(s) dg (s)−

kϕp

(

x′(b)
)

≥
∫ b

0
α(s) dg (s)− kϕp

(

α′(b)
)

> α(b). �
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Our existence result below is based on the use of Leray-Schauder degree for an
operator defined on C1 space. Therefore we need a priori bound of a derivative
of a solution. This can be achieved by the following version of Nagumo-Bernstein
condition. (Compare with [1], [3].)Lemma 3. Let f ∈ C(I × R2). Let for each r > 0 there exist ar > 0 and

a function hr ∈ C
(

R0, [ar,∞]
)

satisfying

∞
∫

0

ϕq(s)

hr(s)
ds = ∞

such that

|f(t, x, y)| < hr(|y|) for t ∈ I, |x| < r, y ∈ R.

Then for each r > 0 there exists ρr > 0 such that for a solution x of (1), (2)
|x| < r implies |x′| < ρr.

P r o o f. Let |x(t)| < r be a solution of (1), (2). Suppose that x′(τ) > 0 on
(t0, t). Then substitution ϕp

(

x′(t)
)

= y(t) leads to

y′(t) = f(t, x, y) ≤ hr(|y|)
and

t
∫

t0

ϕq(y)y
′

hr(|y|)
dτ ≤

t
∫

t0

x′dτ ≤ 2r.

Substitution y(t) = s leads to

y(t)
∫

y(t0)

ϕq(s)

hr(s)
ds ≤ 2r.

Divergence at infinity of the left hand side integral implies the existence of ρr > 0
such that y(t) < ϕp(ρr). Similarly, we proceed in the case x′(τ) < 0 on (t0, t)
using substitution −y(t) = s. �

Our first existence theorem covers the case of constant lower and upper solu-
tions. We denote G(s) = var[0,s]g(τ).Theorem 4. Let r > 0 be such that

(i) f(t, r, 0) > 0 and f(t,−r, 0) < 0 on I,

(ii) there exists a function hr ∈ C
(

R0, [ar,∞]
)

with ar > 0 satisfying
∫

∞

0
ϕq(s)
hr(s)

ds = ∞ such that

|f(t, x, y)| < hr(|y|) for t ∈ I, |x| < r, y ∈ R,

(iii) G(b) < 1.
Then there exists a solution x of (1), (2) such that |x(t)| < r.
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P r o o f. Set X = C1
(

[0, b]
)

and define an operator T : X → X by

Tx(t) =
1

G(b)− 1







b
∫

0

G(s)ϕq

(

Fx(s)
)

ds+ k
(

Fx(b)
)







−

b
∫

t

ϕq

(

Fx(s)
)

ds,

where

Fx(s) =

s
∫

0

f
(

τ, x(τ), ϕp

(

x′(τ)
)

)

dτ.

Then Tx(t) ∈ D =
{

x ∈ C1(I), ϕp(x
′) ∈ C1(I)

}

, and (Tx)′(0) = 0. We prove
that Tx satisfies also the second, nonlocal boundary condition.

Changing the order of integration we obtain

Tx(b) =
1

G(b)− 1







b
∫

0

b
∫

s

ϕq

(

Fx(τ)
)

dτ dg (s) + k
(

Fx(b)
)







.

Then

Tx(b) = G(b)Tx(b)−

b
∫

0

b
∫

s

ϕq

(

Fx(τ)
)

dτ dg (s)− k
(

Fx(b)
)

.

(3)

Integrating

Tx(t) = Tx(b)−

b
∫

t

ϕq

(

Fx(s)
)

ds,

we obtain
b

∫

0

Tx(s) dg (s) = G(b)Tx(b)−

b
∫

0

b
∫

s

ϕq

(

Fx(τ)
)

dτ dg (s). (4)

As
Fx(b) = ϕp

(

(Tx)′(b)
)

(5)

substituting (4), (5) into (3), we obtain that Tx satisfies the nonlocal boundary
condition.

Operator T : X → X is completely continuous and a fixed point of T is
a solution of (1), (2).

Functions α(t) = −r and β(t) = r are strict lower and upper solutions of (1),
(2) and moreover of a perturbed boundary value problem

(

ϕp(x
′)
)

′

= λf
(

t, x, ϕp(x
′)
)

+ (1− λ)x(t), (6)

x′(0) = 0, x(b) =

b
∫

0

x(s) dg (s)− kϕp

(

x′(b)
)

, (7)

with λ ∈ [0, 1].

192



ON A BOUNDARY VALUE PROBLEM FOR DIFFERENTIAL EQUATION

The associated homotopy operator

H(x, λ) =
1

G(b)− 1







b
∫

0

G(s)ϕq

(

Fx,λ(s)
)

ds+ k
(

Fx,λ(b)
)







−

b
∫

t

ϕq

(

Fx,λ(s)
)

ds,

with Fx,λ(s) =
∫ s

0
λf

(

τ, x(τ), ϕp(x
′(τ))

)

+ (1− λ)x(τ) dτ is completely continu-

ous. We set Ω =
{

x ∈ X; |x| < r, |x′| < ̺r
}

. As a fixed point of H is a solution
of (6), (7) and −r, r are strict lower and upper solutions, Lemma 2 and Lemma
3 imply that there is no solution on the boundary of Ω. Then the Leray-Schauder
degree of H(., λ) is well defined and independent on λ.

For λ = 0 there is H(x, 0) an odd operator. Then

d(I − T,Ω, 0) = d(I −H(x, 0),Ω, 0) = 1 (mod 2)

which implies the existence of a fixed point x ∈ Ω of T. �Theorem 5. Let

(i) α(t) ≤ β(t) be a lower and upper solution of (1), (2),

(ii) there exist a function h ∈ C(R0, [a,∞]) with a > 0 satisfying
∫

∞

0
ϕq(s)
h(s) ds = ∞ such that

|f(t, x, y)| < h(|y|) for t ∈ I, α(t) ≤ x ≤ β(t), y ∈ R,

(iii) G(b) < 1.
Then there exists a solution x of (1), (2) such that α(t) ≤ x(t) ≤ β(t).

P r o o f. Set r = max{||α||, ||β||}, and chooseM> max
{

|f(t, x, y)|; t ∈ I, α(t) ≤

x ≤ β(t), |y| < ̺r
}

and consider a perturbation (see [4])
(

ϕp(x
′)
)

′

= f∗
(

t, x, ϕp(x
′)
)

, (8)

x′(0) = 0, x(b) =

b
∫

0

x(s) dg (s)− kϕp

(

x′(b)
)

(9)

of the problem (1), (2) with

f∗(t, x, y) =































f
(

t, β(t), y
)

+M
(

r − β(t)
)

+M, x > r + 1,

f
(

t, β(t), y
)

+M
(

x− β(t)
)

, β(t) < x ≤ r + 1,

f(t, x, y), α(t) ≤ x ≤ β(t),

f
(

t, α(t), y
)

−M
(

α(t)− x
)

, −r − 1 ≤ x < α(t),

f
(

t, α(t), y
)

−M −M
(

α(t) + r
)

, x < −r − 1.

Then for each ǫ > 0
(

ϕp

(

α′(t)
)

)

′

> f∗(t, α(t)
)

− ǫ, ϕp

(

α′(t)
)

.
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That means α(t)− ǫ is a strict lower solution of the BVP (8), (9).

Similarly, β(t) + ǫ is a strict upper solution of (8), (9).

Moreover, −(r+1), r+1 are also strict lower and upper solutions of (8), (9)
and f∗ satisfies (ii) of Theorem 4 with hr+1(s) = h(s) + (2r + 1)M.

Theorem 4 implies the existence of a solution x of (8), (9) satisfying |x(t)| <
r + 1.

We prove that x(t) ≥ α(t). Assuming the contrary we suppose that max
(

α(t)−

x(t)
)

= ǫ > 0. But α(t) − ǫ is a strict lower solution which is in a contradic-
tion with α(t0) − ǫ = x(t0) due to Lemma 2. Then α(t) ≤ x(t). Similarly,
x(t) ≤ β(t). That means f∗

(

t, x, ϕp(x
′)
)

=f
(

t, x, ϕp(x
′)
)

and x(t) is also a solu-
tion of (1), (2). �

Example 6. We consider a three-point boundary value problem
(

ϕp(x
′)
)

′

= f
(

t, x, ϕp(x
′)
)

, (10)

x′(0) = 0, x(1) =
1

2
x

(

1

2

)

. (11)

Assume that f is a continuous function and

(i) there is a constant y0 > 0 such that |f(t, x, y)| < |y|q for t ∈ I, x ≥ 0,
|y| ≥ y0,

(ii) −M ≤ f(t, x, y) for t ∈ I, x ≥ 0, y ≤ 0,

(iii) f(t, 0, 0) ≤ 0 for t ∈ I.

Then α(t) = 0 is a lower solution and

β(t) =
1

q
(aM )

q

p (aq − tq),

where a = (2− 2−q)
1

q , is an upper solution of (10), (11).

We set

m = max
{

|f(t, x, y)|; for t ∈ I, 0 ≤ x ≤ β(t), |y| ≤ y0
}

.

Then Nagumo condition (ii) of Theorem 5 is satisfied with the function h(s) =
max{m, |s|q} and Theorem 5 implies the existence of a nonnegative solution
of (10), (11).
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Mlynská dolina

SK–812-19 Bratislava

SLOVAKIA

E-mail : boris.rudolf@stuba.sk

195


	REFERENCES

