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DYNAMICS OF DARBOUX FUNCTIONS

Helena Pawlak — Ryszard J. Pawlak

ABSTRACT. Some results connected with dynamics of quasi-continuous func-
tions or functions possessing a dense orbit and belonging to the class d-Conn are
presented.

Introduction

A lot of papers which appeared during last few years contain results being
a connection with real functions theory and certain elements of dynamical sys-
tems, see [5, 10, 11, 12, 13, 15, 16, 17]. All aforementioned papers deal with
Darboux-like functions. Simultaneously, papers concerning other classes of dis-
continuous functions have also appeared, e.g., [14, 6]. The last two quoted pa-
pers are connected with the theory of chaos understood in different meaning
(Devaney, Wiggins, Li and York or Marteli sense). In this paper we hark back
to these problems. The second part of this paper (the first part contains prelim-
inaries) is connected with the article [6] in which the authors considered quasi-
continuous systems of functions. The natural question connected with this topic
is as follows: What kind of assumptions should we additionally impose on quasi-
continuous function f in order to obtain that (f, [0, 1]) be a quasi-continuous
system? We will prove that it is sufficient to assume that the considered func-
tions possess the Darboux property. The third part of this paper deals with the
entropy and at the same time, in a sense, it harks back to the theory of Li and
York chaos [1, p. 232]. We will prove that any function f ∈ d-Conn possessing
a dense orbit has a positive entropy.
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1. Preliminaries

We mostly use standard definitions and notations (see [1, 2, 4, 9]).

We consider only functions mapping unit interval [0, 1] into itself. We write
(a, b), [a, b] etc. instead of intersections: (a, b)∩ [0, 1], [a, b]∩ [0, 1] etc. Moreover,
for the simplification of the notations, we use symbols (a, b), [a, b] etc. also in
the case if a > b.

Let f be a function. Then f0(x) = x, and fn(x) = f
(
fn−1(x)

)
if n > 0.

A point x such that fM (x) = x but fn(x) �= x for n ∈ {1, 2, . . . ,M −1} is called
a periodic point of f of prime period M . The set of all periodic points of f of
prime period M is denoted by PerM (f).

The symbol Fix(f) will stand for the set of all fixed points of f .

We say [4] that f : [0, 1] → [0, 1] is a Darboux function if for every x, y ∈ [0, 1]
and α lying between f(x) and f(y), there is a number z lying between x and
y such that f(z) = α. By d-Conn we will denote the family of all functions
f : [0, 1] −→ [0, 1] such that f i has a connected graph for i = 1, 2, . . . (i.e., any
iteration of f has a connected graph). Of course, if f ∈ d-Conn, then f is
a Darboux function.

The interior (closure) of a set A (in the space [0, 1] with the natural metric)
is denoted by Int(A) (A).

If A is a subset of the domain of f , then f � A denotes the restriction of f
to A.

If f is a function, then the set γf (x0) =
{
fn(x0) : n = 0, 1, 2, . . .

}
is called

an orbit of f at x0. In this paper we will consider dense orbits of functions. To
simplify notations we say “a function f has a dense orbit” in the meaning “there
exists a point x such that γf (x) is a dense set” and “a point x0 has a dense
orbit” instead of “γf (x0) is a dense set”.

A function f is turbulent if there are subintervals I1, I2 of [0, 1] with at most
one point in common such that

I1 ∪ I2 ⊂ f(I1) ∩ f(I2).

Let f be a function, ε > 0 and n a positive integer. A set M ⊂ [0, 1] is
(n, ε)-separated if for each x, y ∈ M, x �= y there is i (0 ≤ i < n) such that
|f i(x)− f i(y) |> ε. Let S(f, n, ε) denote an (n, ε)-separated set with a maximal
possible number of points and sn(ε) its cardinality.

The topological entropy of a function f is a number

h(f) = lim
ε→0

lim sup
n→∞

1

n
log sn(ε).

Our definition coincides with the B o w e n and D i n a b u r g version of the
topological entropy [3, 8]. Note that this is compatible with other definitions of
topological entropy [5, 1].
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2. Quasi-continuity and d-quasi-continuity

Let us start with the definition of the quasi-continuity. We say that a func-
tion f is quasi-continuous at x0 ∈ [0, 1] if for each positive numbers ε and δ there
exists a nonempty open subset U of (x0 − δ, x0 + δ) such that

f(U ) ⊂ (
f(x0)− ε, f(x0) + ε

)
.

In the paper [6], the quasi-continuous systems of functions have been consid-
ered (we say that the system (f,X), where X is some topological space, is quasi-
continuous if for every positive integer n fn : X −→ X is quasi-continuous [as
a function]). The authors proved that, for the functions giving quasi-continuous
systems, two nonlinear definitions of chaotic dynamical systems are equivalent.
Moreover, in the same paper, one can find an example (Example 1.1) of a quasi-
continuous function f such that f2 is not quasi-continuous. This leads us to the
natural question:

What kind of assumptions should be additionally imposed on a quasi-
continuous function f in order to obtain that (f, [0, 1]) is a quasi-
continuous system?

Giving an answer to this question, we will obtain stronger results showing
that if we additionally assume that a quasi-continuous function is a Darboux
function, then a system of functions {fn : n = 1, 2, . . .} consists of “uniformly
quasi-continuous” functions. So, we will introduce the following definition which
presents “uniform quasi-continuity” in the language of dynamical systems.

We say that a function f is d-quasi-continuous at x0 ∈ [0, 1] if for every
positive numbers ε and δ and positive integer m there exists a nonempty open
subset U of (x0 − δ, x0 + δ) such that

f i(U ) ⊂ (
f i(x0)− ε, f i(x0) + ε

)
for all i ∈ {1, . . . ,m}.

If f is a quasi-continuous (d-quasi-continuous) function at every point of the
domain, we say that f is a quasi-continuous function (d-quasi-continuous func-
tion).

������� 2.1� If f : [0, 1] −→ [0, 1] is a Darboux and quasi-continuous function,
then f is d-quasi-continuous.

P r o o f. Let us fix numbers x0 ∈ [0, 1], ε > 0, δ > 0 and a positive integer m0.
If there exists δ1 > 0 such that f � [x0 − δ1, x0 + δ1] is a constant function, then
it is sufficient to put U =

(
x0 −min{δ, δ1}, x0 +min{δ, δ1}

)
.

So now we will assume that the function f � [x0 − η, x0 + η] is not constant
for any η > 0.

Let A0 =
[
x0 − δ

2 , x0 +
δ
2

]
.
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Since f is a Darboux function, then f(A0) is a nondegenerate interval con-
taining f(x0). Since f(A0) �=

{
f(x0)

}
, then there exists p1 such that

p1 ∈ (
f(x0)− ε, f(x0) + ε

) ∩ (
f(A0) \ {f(x0)}

)
.

Let

A1 =
[
f(x0), p1

]
,

then

A1 ⊂ f(A0).

Thus, f(A1) is an interval containing f2(x0).

If f(A1) =
{
f2(x0)

}
, then we can put Ai =

{
f2(x0)

}
for i = 2, . . . ,m0.

In opposite case (i.e., f(A1) �=
{
f2(x0)

}
), there exists p2 such that

p2 ∈ (
f2(x0)− ε, f2(x0) + ε

) ∩ (
f(A1) \

{
f2(x0)

})
.

In that case let

A2 =
[
f2(x0), p2

]
,

then

A2 =
[
f2(x0), p2

] ⊂ (
f2(x0)− ε, f2(x0) + ε

)
.

In both cases

A2 ⊂ f(A1).

Now, considering similarly, if f(A2) =
{
f3(x0)

}
, then we can put

Ai =
{
f3(x0)

}
for i = 3, . . . ,m0.

In opposite case there exists

p3 ∈ (
f3(x0)− ε, f3(x0) + ε

) ∩ (
f(A2) \

{
f3(x0)

})
.

In that case, let

A3 =
[
f3 (x0) , p3

]
,

then

A3 =
[
f3 (x0) , p3

] ⊂ (
f3 (x0)− ε, f3 (x0) + ε

)
.

In both cases,

A3 ⊂ f (A2) .

Continuing this procedure we can obtain a finite sequence of closed intervals
{Ai}m0+1

i=0 such that

A0 ⊂ (x0 − δ, x0 + δ) and Ai ⊂
(
f i (x0)− ε, f i (x0) + ε

)
for i = 1, 2, . . . ,m0 + 1.
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Let k0 be the greatest number belonging to {0, 1, . . . ,m0} such that f (Ak0
)

is a nondegenerate interval. Let us put

M0 =

{
x0, x0 − δ

2
, x0 +

δ

2

}
.

If k0 > 0, then let M1 = f (M0) ∪ {p1}.
If k0 > 1, then let M2 = f (M1) ∪ {p2}.
Continuing this procedure we obtain a sequence of sets M0,M1, . . . ,Mk0

.

Remark that if k0 < m0, then f (Ak0+1) =
{
fk0+2 (x0)

}
.

Since Mk0+1 is a finite set, then there exists an element yk0+1 such that

yk0+1 ∈ Ak0+1 \Mk0+1 ⊂
(
fk0+1 (x0) , pk0+1

)
.

According to the Darboux property of f and the inclusion Mk0+1 ⊃ f (Mk0
), we

can infer that there exists yk0
∈ Int (Ak0

) \Mk0
such that f (yk0

) = yk0+1.

Since f is quasi-continuous at the point yk0
, then there exists an open set

Wk0
⊂

(
fk0 (x0) , pk0

)
\Mk0

such that

f (Wk0
) ⊂

(
fk0+1 (x0) , pk0+1

)
⊂

(
fk0+1 (x0)− ε, fk0+1 (x0) + ε

)
.

Let zk0
∈ Wk0

. It is easy to see that f (pk0−1) �= zk0

(
zk0

/∈ f(Mk0−1)
)
. Then

(f is a Darboux function) there exists an element

yk0−1 ∈ (
fk0−1 (x0) , pk0−1

) \Mk0−1

such that f (yk0−1) = zk0
.

Repeating application of the quasi-continuity of f (at yk0−1), we can deduce
that there exists an open set Wk0−1 ⊂ (

fk0−1 (x0) , pk0−1

) \ Mk0−1 such that
f (Wk0−1) ⊂ Wk0

.

Now, if k0 − 1 �= 0, then let zk0−1 ∈ Wk0−1. Of course, f (pk0−2) �= zk0−1.
Then there exists an element yk0−2 ∈ (

fk0−2 (x0) , pk0−2

) \ Mk0−2 such that
f (yk0−2) = zk0−1. According to quasi-continuity of f (at yk0−2), we can deduce
that there exists an open set Wk0−2 ⊂ (

fk0−2 (x0) , pk0−2

) \ Mk0−2 such that
f (Wk0−2) ⊂ Wk0−1.

Continuing this procedure we obtain a sequence of nonempty open sets W0,
W1, . . . ,Wk0

such that

f (W0) ⊂ W1; f2 (W0) ⊂ f (W1) ⊂ W2; . . . ;

fk0 (W0) ⊂ f
(
fk0−1 (W0)

) ⊂ f (Wk0−1) ⊂ Wk0

and

f i (W0) ⊂
(
f i (x0)− ε, f i (x0) + ε

)
for i = 1, 2, . . . , k0
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moreover,
W0 ⊂ (x0 − δ, x0 + δ) .

If k0 = m0, then the proof is finished.

In case k0 < m0, we have fk0+1 (W0) =
{
fk0+1 (x0)

}
and, consequently,

fk0+i (W0) =
{
fk0+i (x0)

} ⊂ (
fk0+i (x0)− ε, fk0+i (x0) + ε

)
for i = 0, 1, . . . ,m0 − k0. �

The paper [6] contains a lot of interesting results. Unfortunately, the assump-
tion that (f,X) is quasi-continuous system is rather inconvenient, because there
are no tools giving possibility to examine quasi-continuity of compositions of
functions. The above theorem gives some solution of this problem. It follows from
the above theorem that a lot of interesting results obtained in [6, e.g., Theorem
2.1, 2.2, 3.1] remain true, if we consider Darboux and quasi-continuous functions
defined in [0, 1].

3. The entropy

Theory of transitivity (see [7, 18]) of functions f : [0, 1] −→ [0, 1] plays a very
important role in the theory of dynamical systems of continuous functions.
This is connected with its applications to some considerations in the theory
of chaos [7]. For example, some kind of chaos is implicated by the transitivity
of functions f : [0, 1] −→ [0, 1] [18]. On the other hand, it is well-known [2] that
for a continuous function f : [0, 1] −→ [0, 1] the following equivalence is true:
f is a transitive function if and only if it possesses a dense orbit. In case of
discontinuous functions there is no such relation (e.g., it has been proved in the
paper [14] that a transitive map with two points of discontinuity does not have
a dense orbit in general). Consequently, it is interesting to consider the problems
connected with properties of discontinuous functions possessing a dense orbit.
In this part of the paper we will consider entropy of such kind of functions.

Before proceeding we recall some known statements.

����	 3.1 ([13, Proposition 2.4])� If f is turbulent and Darboux function, then
h (f) > 0.

This lemma can also be proved by methods applied in [5, the proof of Propo-
sition 4.2].

����	 3.2 ([5, Proposition 3.6])� If f is an arbitrary function, then

h
(
f i
)
= i · h (f) .

We will prove the following theorem:
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������� 3.3� If a function f ∈ d-Conn possesses a dense orbit, then h (f) > 0.

P r o o f. To the contrary, suppose that h (f) = 0 and let x0 be a point possessing
the dense orbit γf (x0) =

{
fn (x0) : n = 0, 1, . . .

}
.

First, we will show that

Fix (f) ∩ (0, 1) �= ∅. (1)

Suppose, to the contrary, that Fix (f) ∩ (0, 1) = ∅. Since f ∈ d-Conn, then
there are two possible cases:

• f (x) < x for any x ∈ (0, 1),

• f (x) > x for any x ∈ (0, 1).

First, we will consider the first case: f (x) < x for any x ∈ (0, 1). So, let

n0 = min
{
n ∈ {0, 1, 2} : fn (x0) ∈ (0, 1)

}
(let us observe that x0 ∈ (0, 1) or f (x0) ∈ (0, 1) or f2 (x0) ∈ (0, 1)).

Let us put y0 = fn0 (x0) ∈ (0, 1). According to our supposition, we have
f (y0) < y0. Now, we show (by the induction on n) that our assumptions lead to
the inequalities

fn (y0) < y0 for any n. (2)

Of course, if n = 1, the inequality (2) is true. Assuming that (2) is true for n,
we will prove it for n+ 1.

First, one can remark that our assumption f (x) < x for x ∈ (0, 1) and the
Darboux property of f imply f (0) = 0. Consequently, we infer that f (x) ≤ x
for any x ∈ [0, 1].

Thus

fn+1 (y0) = f
(
fn (y0)

) ≤ fn (y0) < y0.

This finishes the proof of (2).

The inequalities (2) contradict to the density of the orbit γf (y0).

Now, let us consider the second case: f (x) > x for any x ∈ (0, 1). In a similar
way, one can obtain a contradiction. Consequently, our supposition that Fix (f)∩
(0, 1) = ∅ leads to the contradiction and, at the same time, (1) is proved.

So, let us fix a point z0 ∈ (0, 1) ∩ Fix (f).

Now, we will show that

f (y) �= z0 for any y ∈ (0, z0) ∪ (z0, 1) . (3)

Suppose, to the contrary, that there exists y1 ∈ (0, z0) ∪ (z0, 1) such that
f (y1) = z0. Let, for instance, y1 ∈ (z0, 1). Let us observe that one can choose
a point t0 belonging to (z0, y1) such that the orbit

γt0 =
{
fn (t0) : n = 0, 1, 2, . . .

}
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is a dense set. This means that there exists a positive integer n1 such that
fn1 (t0) > y1. According to the Darboux property of fn1 we infer that

[z0, t0] ∪ [t0, y1] ⊂ fn1
(
[z0, t0]

) ∩ fn1
(
[t0, y1]

)
.

From Lemma 3.1 we may conclude that h (fn1) > 0, and by Lemma 3.2 h (f) > 0,
on contrary to our supposition that h (f) = 0.

This finishes the proof of (3).

If there exists a point p ∈ [0, z0) such that f (p) < z0 then, according to (3) and
due to the connectedness of the graph of f , we conclude that f

(
[0, z0)

) ⊂ [0, z0],
and consequently, the interval [0, z0] does not contain any point possessing dense
orbit. Thus, we obtained a contradiction.

The above considerations lead us to the conclusion that

f
(
[0, z0]

) ⊂ [z0, 1] . (4)

In a similar way, one can prove that

f
([
z0, 1

]) ⊂ [0, z0] . (5)

Now, we consider the function ξ = f2. According to our supposition and
Lemma 3.2, h (ξ) = 0.

Combining (4) and (5), we obtain

ξn
(
[0, z0]

) ⊂ [0, z0] for n = 1, 2, . . .

Consequently, one can consider the function ξ : [0, z0] −→ [0, z0]. It has the
following properties

ξn ∈ d-Conn for n = 1, 2, . . . (6)

and

ξ has a dense orbit. (7)

Indeed, the relation (6) is obvious. To prove (7), let us fix a positive integer na

such that fna (x0) ∈ [0, z0]. According to (4) and (5), we have (fk
(
fna (x0)

) �= z0
for k = 0, 1, 2, . . . )

fk
(
fna (x0)

) ∈ [0, z0] if and only if k is an even number.

Consequently,

γf
(
fna (x0)

)
=

{
f2n

(
fna (x0)

)
: n = 0, 1, 2, . . .

}
is a dense set in [0, z0] .

This finishes the proof of (7).

In view of (6) and (7), the analogous considerations for f (replacing 1 with z0)
imply that there exists z′0 ∈ Fix (ξ) ∩ (0, z0) such that (in view of h (ξ) = 0)

ξ (y) �= z′0 for any y ∈ (0, z′0) ∪ (z′0, z0) .
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Consequently, we have

ξ
(
[0, z′0]

) ⊂ [z′0, z0] and ξ
(
[z′0, z0]

) ⊂ [0, z′0] .

The last inclusion means that ξ (z0) ∈ [0, z′0] which is impossible because of
ξ (z0) = z0 > z′0.

Our assumption that h (f) = 0 brings us to a contradiction. �

The above theorem (and a lot of other considerations in various papers) leads
us to a very interesting problem:

Problem� What kind of assumptions should we additionally impose on a func-
tion f : [0, 1] −→ [0, 1] possessing a connected graph in order to infer that fn

has connected graph for any n = 1, 2, . . . ?
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