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#### Abstract

A new type of public key cryptosystem, called $M S T_{3}$, has been recently developed on the basis of logarithmic signatures and covers of finite groups. The Suzuki 2-groups have been suggested for a possible realization of the generic version of $M S T_{3}$. On one hand, due to their structure, the Suzuki 2-groups allow one to study the security of the system, on the other hand they possess a simple presentation allowing for an efficient implementation of the system. In this paper we present a detailed study of the security of this realization of $M S T_{3}$. We prove a new general lower bound for the work effort required to determine the secret key in terms of the size of the underlying groups. This bound has size $q=2^{m}$, where $q$ is the order of the finite field $\mathbb{F}_{q}$, on which the Suzuki 2-group $A(m, \theta)$ is defined. Further, by exploiting properties of the group operation in the Suzuki 2-groups, as well as a special property of canonical transversal logarithmic signatures for elementary abelian 2-groups, we show that canonical transversal logarithmic signatures are unfit to use in this realization of $M S T_{3}$.


## 1. Introduction and preliminaries

In recent times, asymmetric cryptography has become essential to many information systems. New cryptosystems have been proposed, but only few of them remain unbroken. Security analysis is critical in the design of a new cipher, and all of its practical realizations.

The purpose of this paper is twofold. First we present a new, sharper bound on the work effort required to determine the secret key in terms of the size of the Suzuki 2-group $A(m, \theta)$ used for the realization of $M S T_{3}$. Secondly, we present an attack on this realization when a special type of transversal logarithmic signatures, called canonical, is used as a basis for the private key. These kinds of

[^0]logarithmic signatures are easily constructed and allow for very efficient factorization. However as we show in the present article, these transversal logarithmic signatures are unfit for use in the $M S T_{3}$ realization based on the Suzuki 2-groups. The attack exploits strongly the distinguished features of the group operation of the Suzuki 2-groups and the structure of canonical logarithmic signatures.

In this section we briefly present definitions and some basic facts about logarithmic signatures, covers for finite groups and their induced mappings. For more details the reader is referred to [H63, M89, MM92, MST2, MST3].

For $\mathcal{G}$ a finite abstract group, we define the width of $\mathcal{G}$ to be the positive integer $w=\lceil\log |\mathcal{G}|\rceil$. Denote by $\mathcal{G}^{[\mathbb{Z}]}$ the collection of all finite sequences of elements in $\mathcal{G}$ and view the elements of $\mathcal{G}^{[\mathbb{Z}]}$ as single-row matrices with entries in $\mathcal{G}$. Let $X=\left[x_{1}, \ldots, x_{r}\right]$ and $Y=\left[y_{1}, \ldots, y_{s}\right]$ be two elements in $\mathcal{G}^{[\mathbb{Z}]}$. We define $X Y \in \mathcal{G}^{[\mathbb{Z}]}$ by

$$
X Y=\left[x_{1} y_{1}, x_{1} y_{2}, \ldots, x_{1} y_{s}, x_{2} y_{1}, x_{2} y_{2}, \ldots, x_{2} y_{s}, \ldots, x_{r} y_{1}, x_{r} y_{2}, \ldots, x_{r} y_{s}\right]
$$

If $X=\left[x_{1}, \ldots, x_{r}\right] \in \mathcal{G}^{[\mathbb{Z}]}$, we denote by $\bar{X}$ the element $\sum_{i=1}^{r} x_{i}$ in the group ring $\mathbb{Z} \mathcal{G}$.

Suppose that $\alpha=\left[A_{1}, A_{2}, \ldots, A_{s}\right]$ is a sequence of $A_{i} \in \mathcal{G}^{[\mathbb{Z}]}$, such that $\sum_{i=1}^{s}\left|A_{i}\right|$ is bounded by a polynomial in the width $w$ of $|\mathcal{G}|$. Let

$$
\overline{A_{1}} \cdot \overline{A_{2}} \cdots \overline{A_{s}}=\sum_{g \in \mathcal{G}} a_{g} g, \quad a_{g} \in \mathbb{Z}
$$

and let $S$ be a subset of $\mathcal{G}$, then we say that $\alpha$ is
(i) a cover for $\mathcal{G}$ (or $S$ ), if $a_{g}>0$ for all $g \in \mathcal{G}(g \in S)$,
(ii) a logarithmic signature for $\mathcal{G}$ (or $S$ ) if $a_{g}=1$ for all $g \in \mathcal{G}(g \in S)$.

Note that if $\alpha=\left[A_{1}, \ldots, A_{s}\right]$ is a logarithmic signature for $\mathcal{G}$, then each element $y \in \mathcal{G}$ can be expressed uniquely as a product of the form

$$
\begin{equation*}
y=q_{1} \cdot q_{2} \cdots q_{s} \quad \text { for } \quad q_{i} \in A_{i} . \tag{1.1}
\end{equation*}
$$

Of course, for general covers the factorization in (1.1) is not unique, and the problem of finding a factorization for a given $y \in \mathcal{G}$ is, in general, intractable.

Let $\alpha=\left[A_{1}, \ldots, A_{s}\right]$ be a cover for $\mathcal{G}$ with $r_{i}=\left|A_{i}\right|$, then the $A_{i}$ are called the blocks of $\alpha$ and the vector $\left(r_{1}, \ldots, r_{s}\right)$ of block lengths $r_{i}$ the type of $\alpha$. We define the length of $\alpha$ to be the integer $\ell=\sum_{i=1}^{s} r_{i}$.

We say that $\alpha$ is nontrivial if $s \geq 2$ and $r_{i} \geq 2$ for $1 \leq i \leq s$, otherwise $\alpha$ is said to be trivial. A cover $\alpha$ is called tame if the factorization in equation (1.1) can be achieved in time polynomial in the width $w$ of $\mathcal{G}$, otherwise, it is called wild. In particular, a logarithmic signature is called supertame if the factorization can be achieved in time $\mathcal{O}\left(w^{2}\right)$.

Suppose that $\alpha=\left[A_{1}, \ldots, A_{s}\right]$ is a cover. Let $g_{0}, g_{1}, \ldots, g_{s} \in \mathcal{G}$, and consider $\beta=\left[B_{1}, \ldots, B_{s}\right]$ with $B_{i}=g_{i-1}^{-1} A_{i} g_{i}$. We say that $\beta$ is a two sided transform of $\alpha$ by $g_{0}, \ldots, g_{s}$. In the special case, where $g_{0}=1$ and $g_{s}=1, \beta$ is called a sandwich of $\alpha$. Notice that $\beta$ is cover for $\mathcal{G}$.

Let $\alpha=\left[A_{1}, \ldots, A_{s}\right], A_{i}=\left[a_{i, 1}, a_{i, 2}, \ldots, a_{i, r_{i}}\right]$, be a cover of type $\left(r_{1}, \ldots, r_{s}\right)$ for $\mathcal{G}$ and let $m=\prod_{i=1}^{s} r_{i}$. Let $m_{1}=1$ and $m_{i}=\prod_{j=1}^{i-1} r_{i}$ for $i=2, \ldots, s$. Let $\tau$ denote the canonical bijection from $\mathbb{Z}_{r_{1}} \oplus \cdots \oplus \mathbb{Z}_{r_{s}}$ onto $\mathbb{Z}_{m}$, i.e.,

$$
\begin{gathered}
\tau: \mathbb{Z}_{r_{1}} \oplus \cdots \oplus \mathbb{Z}_{r_{s}} \rightarrow \mathbb{Z}_{m} \\
\tau\left(j_{1}, j_{2}, \ldots, j_{s}\right):=\sum_{i=1}^{s} j_{i} m_{i}
\end{gathered}
$$

We define the surjective mapping $\check{\alpha}$ induced by $\alpha$,

$$
\begin{gathered}
\check{\alpha}: \mathbb{Z}_{m} \rightarrow \mathcal{G}, \\
\check{\alpha}(x):=a_{1, j_{1}} \cdot a_{2, j_{2}} \cdots a_{s, j_{s}}
\end{gathered}
$$

where $\left(j_{1}, j_{2}, \ldots, j_{s}\right)=\tau^{-1}(x)$. Since $\tau$ and $\tau^{-1}$ are efficiently computable, the mapping $\check{\alpha}(x)$ is efficiently computable.

Conversely, given a cover $\alpha$ and an element $y \in \mathcal{G}$, to determine any element $x \in \check{\alpha}^{-1}(y)$ it is necessary to obtain any one of the possible factorizations of type (1.1) for $y$ and determine indices $j_{1}, \ldots, j_{s}$ such that $y=a_{1, j_{1}} \cdots a_{s, j_{s}}$. This is possible if $\alpha$ is tame. Once a vector $\left(j_{1}, \ldots, j_{s}\right)$ has been determined, $\check{\alpha}^{-1}(y)=\tau\left(j_{1}, \ldots, j_{s}\right)$ can be computed efficiently.

Two covers (logarithmic signatures) $\alpha, \beta$ are said to be equivalent if $\check{\alpha}=\check{\beta}$.
Here we present definitions and some facts about the special type of logarithmic signatures for vector spaces over $\mathbb{F}_{2}$ used in the realization of $M S T_{3}$ based on the Suzuki 2-groups.
Definition 1.1. Let $V$ be a vector space of dimension $m$ over the finite field $\mathbb{F}_{2}$. Further, let $\mathcal{P}=C_{1} \cup \cdots \cup C_{s},\left|C_{i}\right|=k_{i}, \sum_{i=1}^{s} k_{i}=m$, be a random partition of the set $\{1, \ldots, m\}$. A logarithmic signature $\beta=\left[B_{1}, \ldots, B_{s}\right]$ for $V$ is said to be canonical if for each $i \in\{1, \ldots, s\}$, block $B_{i}$ consists of all possible $2^{k_{i}}$ vectors with bits set on the positions defined by the subset $C_{i}$ and zeros elsewhere.

A canonical signature $\beta$ for $V$ of the type $\left(r_{1}, r_{2}, \ldots, r_{s}\right), r_{i}=2^{k_{i}}$, can be created by the following algorithm:
Algorithm 1.1. (Construction of a canonical logarithmic signature $\beta=$ $\left[B_{1}, \ldots, B_{s}\right]$ for $V$.)

1. Create a random partition $\mathcal{P}=C_{1} \cup \cdots \cup C_{s}$ of the set $\{1, \ldots, m\}$ with $\left|C_{i}\right|=k_{i}$.
2. Now, for each $i=\{1, \ldots, s\}$, construct the block $B_{i}$ by taking all possible $2^{k_{i}}$ vectors in $V$ having bits equal to 0 at positions with index not in $C_{i}$.

Definition 1.2. Let $V$ be a vector space of dimension $m$ over $\mathbb{F}_{2}$. We say that a canonical logarithmic signature $\beta=\left[B_{1}, \ldots, B_{s}\right]:=\left(b_{i, j}\right)$ for $V$ is in standard form, if it also fulfils the following conditions:

1. $C_{1}=\left\{1, \ldots, k_{1}\right\}, C_{2}=\left\{k_{1}+1, \ldots, k_{1}+k_{2}\right\}, \ldots, C_{s}=\left\{k_{1}+\cdots+k_{s-1}+\right.$ $1, \ldots, m\}$
(i.e., the lowest $k_{1}$ bits are used for block $B_{1}$, the next $k_{2}$ bits for $B_{2}$, etc.)
2. for all $i, j_{1}<j_{2}: b_{i, j_{1}}<b_{i, j_{2}}$
(i.e., the vectors within $B_{i}$ are sorted by their integer values).

It is clear that $\beta$ forms a logarithmic signature for $V$.
Proposition 1.1. Canonical signatures are tame.
Proof. From Definition 1.1, the elements of block $B_{i}$ act only on the bits of $C_{i}$, and each $B_{i}$ contains a complete set of $2^{k_{i}}$ vectors of dimension $k_{i}$ on the positions of $C_{i}$. To "factorize" element $y \in V$ in the form $y=b_{1, j_{1}} b_{2, j_{2}} \ldots b_{s, j_{s}}$ we split the bits of $y$ into vectors $b_{i, j_{i}}$ with respect to partition $\mathcal{P}$ as follows. We copy the bits of $y$ on the positions determined by $C_{i}$ to appropriate vector $b_{i, j_{i}}$, and set the rest of the bits of $b_{i, j_{i}}$ to zero. The position of such created vector $b_{i, j_{i}}$ within the block $B_{i}$ then defines index $j_{i}$.

If the vectors in each $B_{i}$ are sorted in ascending order, then the integer value, with respect to Radix 2, of the subvector $u_{i}$ constructed from $b_{i, j_{i}}$ by concatenation of the bits on the positions of $C_{i}$ is equal to the index of $b_{i, j_{i}}$ within the block $B_{i}$ (starting with index 0 ). This factorization procedure has time complexity $\mathcal{O}(1)$.

Proposition 1.2. A canonical logarithmic signature $\beta:=\left(b_{i, j}\right)$ for $V$ can be written as a linear transformation of the canonical signature $\varepsilon:=\left(e_{i, j}\right)$ of the same type for $V$ in standard form. In other words, there exists a matrix $M \in G L(m, 2)$ such that $\beta:=\left(b_{i, j}\right)=\left(e_{i, j} M\right)$.

Sketch of Proof. Any canonical logarithmic signature can be transformed to standard form by permuting elements between subsets $C_{i}$ and by sorting vectors within each block $B_{i}$. Both transformations induce permutation matrices acting on bits of block elements represented as binary vectors.

The following statement follows naturally:
Proposition 1.3. Transforming a canonical logarithmic signature of $V$ by means of a non-singular linear transformation results in a tame logarithmic signature for $V$.

Sketch of proof. As this transformation is reversible, factorization is tame.

Using this proposition we may construct tame logarithmic signatures.

Algorithm 1.2. (Construction of tame logarithmic signature for $V$.)

1. Create a canonical logarithmic signature $\beta:=\left(b_{i, j}\right)$ of a given type for $V$ over the field $\mathbb{F}_{2^{m}}$ (using Algorithm 1.1).
2. Generate a random matrix $M \in G L(m, 2)$ and transform $\beta$ to a tame logarithmic signature $\beta^{*}:=\left(b_{i, j}^{*}\right)=\left(b_{i, j} M\right)$.
The use of random matrices in Algorithm 1.2 for tame signature generation introduces some level of randomness essential for the cryptography. However, as we show in later sections, it does not prevent an attack that exploits the special structure of canonical signatures used in this algorithm.

Proposition 1.4. Let $\beta=\left[B_{1}, B_{2}, \ldots, B_{s}\right]$ be a canonical logarithmic signature for $V$. Let $\beta^{*}:=\left(b_{i, j}^{*}\right)$, where $b_{i, j}^{*}=b_{i, j}+d_{i}$ with $d_{i} \in B_{i}$, then $\beta^{*}$ is also canonical for $V$.

Proof. From Definition 1.1, the blocks of $\beta$ act on disjoint sets of bits $C_{i}$, and every block $B_{i}$ contains the complete set of $2^{k_{i}}$ vectors with bits set on the positions of $C_{i}$. If we add a fixed element $d_{i} \in B_{i}$, to all elements of $B_{i}$, we switch the bits in the positions of 1 's in $d_{i}$ in each of $2^{k_{i}}$ possible vectors, so $B_{i}$ remains the same up to order, and $\beta$ remains canonical for $V$.

In general we have
Proposition 1.5. Let $\mathcal{G}$ be a finite group. Let $\beta=\left[B_{1}, B_{2}, \ldots, B_{s}\right]:=\left(b_{i, j}\right)$ be a tame logarithmic signature for $\mathcal{G}$. Let $\beta^{*}:=\left(b_{i, j}^{*}\right)$, where $b_{i, j}^{*}=b_{i, j} d_{i}, d_{i} \in \mathcal{G}$. Then $\beta^{*}$ is tame, if one of the following conditions is fulfilled:

1. $d_{i} \in \mathbb{Z}(\mathcal{G})$ for $i=1, \ldots, s$;
2. $d_{i} \in \mathcal{G}_{i-1}$ for $i=1, \ldots$, , if $\beta$ is exact-transversal for $\mathcal{G}$ with a chain of subgroups $\gamma: 1=\mathcal{G}_{0}<\mathcal{G}_{1}<\cdots<\mathcal{G}_{s}=\mathcal{G}$, and $B_{i}$ a complete set of right (left) coset representatives of $\mathcal{G}_{i-1}$ in $\mathcal{G}_{i}$.

Sketch of proof. In Case 1., the elements $b_{i, j}$ and $d_{i}$ commute, so we can find logarithmic signature $\beta^{\prime}=\left(b_{i, j}^{\prime}\right)$ equivalent to $\beta^{*}$ such, that

$$
b_{i, j}^{\prime}= \begin{cases}b_{i, j} & \text { for all } i=1, \ldots, s-1 \\ b_{s, j} d & \text { where } d=d_{1} d_{2} \ldots d_{s}\end{cases}
$$

Then, if we are able to factorize in $s$ blocks of $\beta$, we are able to factorize in the first $s-1$ blocks and find the last index $j_{s}$ by exhaustive search.

In Case 2., suppose we are able to factorize $g=b_{1, j_{1}} b_{2, j_{2}} \ldots b_{s, j_{s}}$ with respect to $\beta$, and trying to factorize $g^{*}=b_{1, j_{1}}^{*} b_{2, j_{2}}^{*} \ldots b_{s, j_{s}}^{*}$ with respect to $\beta^{*}$. As $B_{i}^{*}=B_{i} d_{i}$ with $d_{i} \in \mathcal{G}_{i-1}$, it follows that $b_{i, j}$ and $b_{i, j}^{*}$ are in the same coset of $\mathcal{G}_{i-1}$ in $\mathcal{G}_{i}$.

We start the factorization of $g^{*}=b_{1, j_{1}}^{*} \ldots b_{s, j_{s}}^{*}$ with respect to the block $B_{s}^{*}$.

Because $b_{1, j_{1}}^{*} \ldots b_{s-1, j_{s-1}}^{*} \in \mathcal{G}_{s-1}, g^{*}$ and $b_{s, j_{s}}^{*}$ are in the same coset of $\mathcal{G}_{s-1}$ in $\mathcal{G}_{s}$. This means we can identify the $\operatorname{coset}$ of $g^{*}$, say $b_{s, j_{s}}^{*} \mathcal{G}_{s-1}$ uniquely. Thus, we have found the first factor of $g^{*}$, namely $b_{s, j_{s}}^{*}$. We continue with the factorization of $g^{*}\left(b_{s, j_{s}}^{*}\right)^{-1}$ with respect to the block $B_{s-1}^{*}$ and identify element $b_{s-1, j_{s-1}}^{*}$, etc.

## 2. Generic version of $\mathrm{MST}_{3}$

We presently describe cryptosystem $M S T_{3}$ in its generic form. Let $\mathcal{G}$ be a finite non-abelian group with nontrivial center $\mathcal{Z}$ such that $\mathcal{G}$ does not split over $\mathcal{Z}$, i.e., there is no subgroup $\mathcal{H}<\mathcal{G}$ with $\mathcal{H} \cap \mathcal{Z}=1$ such that $\mathcal{G}=\mathcal{Z} \cdot \mathcal{H}$. Assume also that $\mathcal{Z}$ is sufficiently large so that exhaustive search problems are computationally not feasible in $\mathcal{Z}$.

The cryptographic hypothesis, which forms the security basis of cryptosystem $M S T_{3}$, is that if $\alpha=\left[A_{1}, A_{2}, \ldots, A_{s}\right]:=\left(a_{i, j}\right)$ is a random cover for a "large" subset $S$ of $\mathcal{G}$, then finding a factorization

$$
g=a_{1, j_{1}} \cdot a_{2, j_{2}} \cdots a_{s, j s}
$$

for an arbitrary element $g \in S$ with respect to $\alpha$ is an intractable problem see [MST3].

### 2.1. Setup

Alice chooses a large group $\mathcal{G}$ as described above and generates:
(1) a tame logarithmic signature $\beta=\left[B_{1}, \ldots, B_{s}\right]:=\left(b_{i, j}\right)$ of type $\left(r_{1}, \ldots, r_{s}\right)$ for $\mathcal{Z}$.
(2) a random cover $\alpha=\left[A_{1}, \ldots, A_{s}\right]:=\left(a_{i, j}\right)$ of the same type as $\beta$ for a certain subset $\mathcal{J}$ of $\mathcal{G}$ such that $A_{1}, \ldots, A_{s} \subseteq \mathcal{G} \backslash \mathcal{Z}$.

She then chooses elements $t_{0}, t_{1}, \ldots, t_{s} \in \mathcal{G} \backslash \mathcal{Z}$ and computes:
(3) $\tilde{\alpha}=\left[\tilde{A}_{1}, \ldots, \tilde{A}_{s}\right]:=\left(\tilde{a}_{i, j}\right)$, where $\tilde{a}_{i, j}=t_{i-1}^{-1} a_{i, j} t_{i}$ for $i=1, \ldots, s$ and $j=1, \ldots, r_{i}$.
(4) $\gamma:=\left(h_{i, j}\right)=\left(b_{i, j} \tilde{a}_{i, j}\right)$.

Alice publishes her public key $[\alpha, \gamma]$, keeping $\left[\beta,\left(t_{0}, \ldots, t_{s}\right)\right]$ as her private key.

### 2.2. Encryption

If Bob wants to send a message $x \in \mathbb{Z}_{|\mathcal{Z}|}$ to Alice, he
(1) computes values $y_{1}=\check{\alpha}(x)$ and $y_{2}=\check{\gamma}(x)$, and
(2) sends $y=\left(y_{1}, y_{2}\right)$ to Alice.

### 2.3. Decryption

Alice knows $y$, figures that

$$
\begin{aligned}
y_{2} & =\check{\gamma}(x) \\
& =b_{1, j_{1}} \tilde{a}_{1, j_{1}} \cdot b_{2, j_{2}} \tilde{a}_{2, j_{2}} \cdots b_{s, j_{s}} \tilde{a}_{s, j_{s}} \\
& =b_{1, j_{1}} t_{0}^{-1} a_{1, j_{1}} t_{1} \cdots b_{s, j_{s}} t_{s-1}^{-1} a_{s, j_{s}} t_{s} \\
& =b_{1, j_{1}} b_{2, j_{2}} \cdots b_{s, j_{s}} t_{0}^{-1} a_{1, j_{1}} a_{2, j_{2}} \cdots a_{s, j_{s}} t_{s} \\
& =\check{\beta}(x) \cdot t_{0}^{-1} \check{\alpha}(x) t_{s} \\
& =\check{\beta}(x) \cdot t_{0}^{-1} y_{1} t_{s}
\end{aligned}
$$

and can therefore compute

$$
\check{\beta}(x)=y_{2} t_{s}^{-1} y_{1}^{-1} t_{0} .
$$

Alice then recovers $x$ from $\check{\beta}(x)$ using $\check{\beta}^{-1}$ which is efficiently computable as $\beta$ is tame.

## 3. Realization of $M S T_{3}$

In this section we present details of the only known realization of the cryptosystem $\mathrm{MST}_{3}$ described in [MST3].

Let $q=2^{m}$ with $3 \leq m \in \mathbb{N}$ odd, and let $\theta$ be a nontrivial automorphism of odd order of the field $\mathbb{F}_{q}$. Now let $\mathcal{G}$ be the Suzuki 2 -group $A(m, \theta)$ of order $q^{2}$ as given in [H63]. $\mathcal{G}$ is a special 2 -group of exponent 4 such that $\mathcal{Z}:=\mathbb{Z}(\mathcal{G})=$ $\Phi(\mathcal{G})=\mathcal{G}^{\prime}=\Omega_{1}(\mathcal{G})$, where $\Phi(\mathcal{G})$ denotes by definition the intersection of all the maximal subgroups of $\mathcal{G}$, and $\Omega_{1}(\mathcal{G})=\left\langle g \in \mathcal{G}: g^{2}=1\right\rangle$. The groups $\mathcal{Z}$ and $\mathcal{G} / \mathcal{Z}$ are elementary abelian of order $q$. Moreover, $o(g)=4$ for every $g \in \mathcal{G} \backslash \mathcal{Z}$.

Within each block $A_{i}$ of cover $\alpha$, elements are selected according to the following property: For every $A_{i}, i=1, \ldots, s$, if $x \neq y, x, y \in A_{i}$, then $x y^{-1}$ is an element of order 4 in $\mathcal{G}$. This means that distinct elements $x$ and $y$ of $A_{i}$ are not in the same coset of $\mathcal{Z}$.

Group $\mathcal{G}$ can be described as a subgroup of $G L(3, q)$ as follows. Let $a, b \in \mathbb{F}_{q}$ and define

$$
S(a, b)=\left(\begin{array}{ccc}
1 & 0 & 0 \\
a & 1 & 0 \\
b & a^{\theta} & 1
\end{array}\right)
$$

Then

$$
\mathcal{G}=\left\{S(a, b) \mid a, b \in \mathbb{F}_{q}\right\}
$$

and

$$
\mathcal{Z}=\mathbb{Z}(\mathcal{G})=\Phi(\mathcal{G})=\mathcal{G}^{\prime}=\Omega_{1}(\mathcal{G})=\left\{S(0, b) \mid b \in \mathbb{F}_{q}\right\}
$$

It is easily verified that the multiplication of two elements in $\mathcal{G}$ is given by rule

$$
S\left(a_{1}, b_{1}\right) S\left(a_{2}, b_{2}\right)=S\left(a_{1}+a_{2}, b_{1}+b_{2}+a_{1}^{\theta} a_{2}\right)
$$

Particularly, if we store elements $S(a, b)$ as a triple $\left(a, b, a^{\theta}\right)$ and identify the product $S\left(a_{1}, b_{1}, a_{1}^{\theta}\right) S\left(a_{2}, b_{2}, a_{2}^{\theta}\right)$ with the triple $\left(a_{1}+a_{2}, b_{1}+b_{2}+a_{1}^{\theta} a_{2}, a_{1}^{\theta}+a_{2}^{\theta}\right)$, we are able to realize each group operation in just a single multiplication and four additions in $\mathbb{F}_{q}$.

For efficiency reasons, the Frobenius automorphism has been chosen for $\theta$ to minimize the number of squaring operations needed to extend a group element to its triple representation.

The reduced storage requirement and operation efficiency are significant for the realization of $M S T_{3}$ using group $\mathcal{G}=A(m, \theta)$.

An important requirement of the realization of $M S T_{3}$ is efficient factorization with respect to tame logarithmic signature $\beta$.

Remark 3.1. As elements of the center $\mathcal{Z}$ are of the form $S(0, b)$, we can identify the center with the additive group of the field $\mathbb{F}_{q}$, i.e., with a vector space $V$ of dimension $m$ over $\mathbb{F}_{2}$.

Then we can use canonical logarithmic signatures for $V$ as a basis for key generation. In this realization of $M S T_{3}$, Algorithm 1.2 is used to generate a tame logarithmic signature $\beta$ which is a part of Alice's private key. This reduces the complexity of factorizing with respect to $\beta$ to $\mathcal{O}(1)$.

## 4. Attack on $\mathrm{MST}_{3}$

In this section we present details of an attack on the realization of cryptosystem $M S T_{3}$ described in the previous section.

### 4.1. Used notation

Here we define notation used below and note some facts resulting from the usage of the Suzuki 2-group $A(m, \theta)$ in the realization of $M S T_{3}$.

If $g=S(x, y) \in \mathcal{G}, \quad x, y \in \mathbb{F}_{q}$, we denote $x$ by $g_{. a}$, and $y$ by $g_{. b}$, that is, we denote the projections of $g \in \mathcal{G}$ along the first and second coordinates by $g_{. a}$ and $g_{. b}$, respectively. Thus, we write $g=S\left(g_{. a}, g_{. b}\right)$.

Accordingly, we denote the elements of the public key $\alpha:=\left(a_{i, j}\right), \gamma:=\left(h_{i, j}\right)$, known to the adversary, by pairs $S\left(a_{(i, j) . a}, a_{(i, j) . b}\right)$, and $S\left(h_{(i, j) . a}, h_{(i, j) . b}\right)$, respectively. Similarly, the private key elements $\beta:=\left(b_{i, j}\right),\left(t_{0}, \ldots, t_{s}\right)$ are denoted by pairs $S\left(b_{(i, j) . a}, b_{(i, j) \cdot b}\right)$, and $S\left(t_{(i) . a}, t_{(i) . b}\right)$.

We define an action of $G L(m, 2)$ on $\mathcal{G}$ as follows: If $M \in G L(m, 2)$ and $g=S\left(g_{. a}, g_{. b}\right) \in \mathcal{G}$, we define a "transformation"

$$
g M=S\left(g_{. a}, g_{. b}\right) M:=S\left(g_{. a}, g_{. b} M\right)
$$

Thus, $M \in G L(m, 2)$ acts on the second coordinate, and fixes the first coordinate of the elements of $\mathcal{G}$.

The following lemma is quite easy to see:
Lemma 4.1. In terms of the notation introduced thus far we have:
i) The inverse of $g=S\left(g_{. a}, g_{. b}\right) \in \mathcal{G}$ is given by rule

$$
S\left(g_{. a}, g_{. b}\right)^{-1}=S\left(g_{. a}, g_{. b}+g_{. a}{ }^{\theta} g_{. a}\right)
$$

ii) Both operations, inversion and matrix transformation, keep the ".a-part" of an element $g$ invariant.
iii) Elements from the same coset of the center $\mathcal{Z}$, have identical ".a-part" projections, i.e., if $t_{j} \in t_{i} \mathcal{Z}$ then,

$$
t_{(i) \cdot a}=t_{(j) . a}
$$

We identify a canonical logarithmic signature $\varepsilon:=\left(e_{i, j}\right)$ for $V$ with a logarithmic signature $\beta:=\left(b_{i, j}\right)$ for $\mathcal{Z}$, where $b_{i, j}:=S\left(0, e_{i, j}\right)$.

### 4.2. Attack on $t_{0}$

In this attack, an adversary attempts to extract information about the private key $\left[\beta,\left(t_{0}, \ldots, t_{s}\right)\right]$ from the knowledge of the public key $[\alpha, \gamma]$. We will show that if the adversary can determine the coset of $t_{0} \mathcal{Z}$, then he can construct an alternative secret key $\left[\beta^{*},\left(t_{0}^{*}, \ldots, t_{s}^{*}\right)\right]$ satisfying the equation

$$
\begin{equation*}
h_{i, j}=b_{i, j}^{*} t_{i-1}^{*-1} a_{i, j} t_{i}^{*} \tag{4.1}
\end{equation*}
$$

for all $i=1, \ldots, s$ and $j=1, \ldots, r_{i}$, such that $\left[\beta^{*},\left(t_{0}^{*}, \ldots, t_{s}^{*}\right)\right]$ can be used to decrypt any ciphertext correctly.

Assumption 4.1. Assume that the coset $t_{0} \mathcal{Z}$ is known to the adversary.
In the following we prove that any choice of $t_{0}^{*} \in t_{0} \mathcal{Z}$ provides enough information to determine $\left[\beta^{*},\left(t_{0}^{*}, \ldots, t_{s}^{*}\right)\right]$ satisfying equation (4.1).

Let $t_{0}=t_{0}^{*} z_{0}$ for some $z_{0} \in \mathcal{Z}$ (by Assumption 4.1). In this attack the adversary will construct $\beta^{*}=\left(b_{i, j}^{*}\right)$ with $b_{i, 1}^{*}=i d$ (i.e. zero vector), for $i=$ $1, \ldots, s$. Now let $b_{i, j}=b_{i, j}^{*} d_{i, j}$ for some $d_{i, j} \in \mathcal{Z}$. As $b_{i, 1}^{*}=i d$ we have $d_{i, 1}=b_{i, 1}$ for every $i=1, \ldots, s$.

Starting with the first block of $\gamma$ we write equations:

$$
\begin{aligned}
h_{1,1} & =b_{1,1}^{*} d_{1,1} t_{0}^{*-1} z_{0} a_{1,1} t_{1} \\
& =b_{1,1}^{*} t_{0}^{*-1} a_{1,1}\left(t_{1} d_{1,1} z_{0}\right) \quad
\end{aligned} \quad \begin{aligned}
& \\
&
\end{aligned} \quad \begin{aligned}
& \text { (i.e., } \left.t_{1}^{*}=t_{1} \text { and } t_{1,1} \text { are in the same coset of } \mathcal{Z}\right),
\end{aligned}
$$

$$
h_{1, j}=b_{1, j} t_{0}^{*-1} z_{0} a_{1, j} t_{1}^{*} d_{1,1} z_{0} \quad \text { for all } j=2, \ldots, r_{1}
$$

$$
=\left(b_{1, j} d_{1,1}\right) t_{0}^{*-1} a_{1, j} t_{1}^{*}
$$

$$
b_{1, j}^{*}=b_{1, j} d_{1, j}=b_{1, j} d_{1,1} \quad \Rightarrow \quad d_{1, j}=d_{1,1}=b_{1,1}
$$

Using $t_{1}^{*}$ we compute $t_{2}^{*}$ and $d_{2, j}$ from the second block:

$$
\begin{aligned}
h_{2,1} & =b_{2,1}^{*} d_{2,1} t_{1}^{*-1} d_{1,1} z_{0} a_{2,1} t_{2} \\
& =b_{2,1}^{*} t_{1}^{*-1} a_{2,1}\left(t_{2} d_{2,1} d_{1,1} z_{0}\right) \quad \Rightarrow \quad t_{2}^{*}=t_{2} d_{2,1} d_{1,1} z_{0} \\
& \left.\quad \text { (i.e., } t_{2}^{*} \text { and } t_{2} \text { are in the same coset of } \mathcal{Z}\right), \\
h_{2, j} & =b_{2, j} t_{1}^{*-1} d_{1,1} z_{0} a_{2, j} t_{2}^{*} d_{2,1} d_{1,1} z_{0} \quad \text { for all } j=2, \ldots, r_{2}, \\
& =\left(b_{2, j} d_{2,1}\right) t_{1}^{*-1} a_{2, j} t_{2}^{*}, \\
b_{2, j}^{*} & =b_{2, j} d_{2, j}=b_{2, j} d_{2,1} \quad \Rightarrow \quad d_{2, j}=d_{2,1}=b_{2,1} .
\end{aligned}
$$

Continuing this process we determine all $t_{1}^{*}, \ldots, t_{s}^{*}$. It follows that $d_{i, j}=$ $d_{i, 1}=b_{i, 1}$, for all $i=1, \ldots, s$. Denote $d_{i, j}=d_{i}$. Notice that $t_{i}^{*}=t_{i} z_{0} \prod_{k=1}^{i} d_{k}$, i.e., $t_{i}^{*}$ and $t_{i}$ are in the same coset of $\mathcal{Z}$ in $\mathcal{G}, i=1, \ldots, s$.

Now let $(\breve{\alpha}(x), \breve{\gamma}(x))$ be a cipher of a message $x \in \mathbb{Z}_{\mid \mathcal{Z}} \mid$, i.e.,

$$
\begin{aligned}
\breve{\gamma}(x) & =\breve{\beta}(x) t_{0}^{-1} \breve{\alpha}(x) t_{s} \\
& =\breve{\beta}(x) t_{0}^{*-1} z_{0} \breve{\alpha}(x) t_{s}^{*} z_{0} \prod_{k=1}^{s} d_{k} \\
& =\left(\breve{\beta}(x) \prod_{k=1}^{s} d_{k}\right) t_{0}^{*-1} \breve{\alpha}(x) t_{s}^{*} .
\end{aligned}
$$

Now if $\breve{\beta}(x)=b_{1, x_{1}} b_{2, x_{2}} \ldots b_{s, x_{s}}$ and $\beta^{*}:=\left(b_{i, j}^{*}\right)$ where $b_{i, j}^{*}=b_{i, j} d_{i}$, then

$$
\begin{aligned}
\breve{\beta}^{*}(x) & =b_{1, x_{1}}^{*} b_{2, x_{2}}^{*} \ldots b_{s, x_{s}}^{*} \\
& =b_{1, x_{1}} d_{1} b_{2, x_{2}} d_{2} \ldots b_{s, x_{s}} d_{s} \\
& =\left(\breve{\beta}(x) \prod_{k=1}^{s} d_{k}\right) .
\end{aligned}
$$

And therefore

$$
\breve{\beta}^{*}(x)=\breve{\gamma}(x) t_{s}^{*-1} \breve{\alpha}(x)^{-1} t_{0}^{*}
$$

This shows that factorization of $\breve{\beta^{*}}(x)$ with respect to $\beta^{*}$ provides the correct message $x$. Moreover, as $\beta^{*}$ is tame, after Proposition 1.5 (1.), this factorization can be done efficiently.

Conclusion 1. From the above, in the Suzuki 2-group realization of $M S T_{3}$, it is sufficient for an adversary to obtain an element $t_{0}^{*} \in t_{0} \mathcal{Z}$. This knowledge enables him to compute an alternative private key $\left[\beta^{*},\left(t_{0}^{*}, \ldots, t_{s}^{*}\right)\right]$, where $\beta^{*}$ is tame. With this key he can decrypt any message correctly and efficiently. As there are $q=|\mathcal{G} / \mathcal{Z}|$ possible choices for $t_{0}^{*}$ in $t_{0} \mathcal{Z}$, the complexity of this attack is $q$.

### 4.3. Attack on $M S T_{3}$ when canonical signature is used

In this section we show that if the canonical transversal logarithmic signature is used in the realization of $M S T_{3}$ with the Suzuki 2-groups, then the system can be broken.

Assume that the canonical signature $\beta$ is used with the Suzuki 2-group $\mathcal{G}=$ $A(m, \theta)$, where $\theta$ is a nontrivial automorphism of odd order of the field $\mathbb{F}_{q}$, $q=2^{m}$. ( $\theta$ is not necessary the Frobenius automorphism.) We show how an adversary can determine the correct coset $t_{0} \mathcal{Z}$, and hence can break the system as described in Section 4.2.

In this attack, we have to step down from group $\mathcal{G}$ to underlying field $\mathbb{F}_{q}$.
For the first block of $\gamma$ :

$$
h_{1, j}=b_{1, j} t_{0}^{-1} a_{1, j} t_{1}
$$

Particularly, for each part

$$
\begin{aligned}
h_{(1,1) \cdot a}= & t_{(0) \cdot a}^{-1}+a_{(1,1) \cdot a}+t_{(1) \cdot a} \\
h_{(1, j) \cdot b}= & b_{(1, j) \cdot b}+t_{(0) \cdot b}^{-1}+a_{(1, j) \cdot b}+t_{(1) \cdot b}+\left(t_{(0) \cdot a}\right)^{\theta} a_{(1, j) \cdot a} \\
& +\left(t_{(0) \cdot a}\right)^{\theta} t_{(1) \cdot a}+\left(a_{(1, j) \cdot a}\right)^{\theta} t_{(1) \cdot a} .
\end{aligned}
$$

For an index set $J$ yet to be determined, with $|J|$ even

$$
\begin{aligned}
\sum_{j \in J} h_{(1, j) \cdot b}= & \sum_{j \in J} b_{(1, j) \cdot b} \sum_{j \in J} a_{(1, j) \cdot b}+\left(t_{(0) \cdot a}\right)^{\theta} \sum_{j \in J} a_{(1, j) \cdot a} \\
& +t_{(1) \cdot a} \sum_{j \in J}\left(a_{(1, j) \cdot a}\right)^{\theta} \\
= & \sum_{j \in J} b_{(1, j) \cdot b}+\sum_{j \in J} a_{(1, j) \cdot b}+\left(t_{(0) \cdot a}\right)^{\theta} \sum_{j \in J} a_{(1, j) \cdot a} \\
& +\left(h_{(1,1) \cdot a}+t_{(0) \cdot a}+a_{(1,1) \cdot a}\right) \sum_{j \in J}\left(a_{(1, j) \cdot a}\right)^{\theta} .
\end{aligned}
$$

We end up with trinomial:

$$
\begin{equation*}
A\left(t_{(0) \cdot a}\right)^{\theta}+B\left(t_{(0) \cdot a}\right)+C=0 \tag{4.2}
\end{equation*}
$$

where

$$
\begin{aligned}
A= & \sum_{j \in J} a_{(1, j) \cdot a} \\
B= & \sum_{j \in J}\left(a_{(1, j) \cdot a}\right)^{\theta}, \\
C= & \sum_{j \in J} b_{(1, j) \cdot b}+\sum_{j \in J} h_{(1, j) \cdot b}+\sum_{j \in J} a_{(1, j) \cdot b} \\
& +\left(h_{(1,1) \cdot a}+a_{(1,1) \cdot a}\right) \sum_{j \in J}\left(a_{(1, j) \cdot a}\right)^{\theta} .
\end{aligned}
$$

The question here is how to choose $J$. The unknown in this trinomial is $\sum_{j \in J} b_{(1, j) . b}$, i.e., the sum of elements of the first block of $\beta$. As it is part of the private key, and to guess it is infeasible, we choose $J$ such that $\sum_{j \in J} b_{(1, j) \cdot b}$ will sum up to zero.

Here the special structure of the canonical logarithmic signature used as a basis for $\beta$ can be exploited. As $\beta:=\left(b_{i, j}\right)=\left(e_{i, j} M\right)$, for some canonical signature $\varepsilon:=\left(e_{i, j}\right)$ and $M \in G L(m, 2)$, it is true that

$$
\sum_{j \in J} b_{(1, j) \cdot b}=\sum_{j \in J} e_{(1, j) \cdot b} M=\left(\sum_{j \in J} e_{(1, j) \cdot b}\right) M
$$

The block of canonical logarithmic signature $\varepsilon$ consists of a complete set of $2^{k_{i}}$ vectors, so we are always able to find $J \subseteq\left\{1, \ldots, r_{1}\right\}$ such that

$$
\sum_{j \in J} e_{(1, j) \cdot b}=0
$$

From the structure of the canonical logarithmic signature we see that the sum of all vectors in the block $B_{1}$ is a zero vector. Therefore we can choose $J=\left\{1, \ldots, r_{1}\right\}$, i.e., indices of all elements in the first block of $\beta^{1}$.

Now, breaking the system reduces to the problem of finding the root of the trinomial in equation (4.2) over $\mathbb{F}_{q}$. Well known results of Berlekamp or Shoup solve the problem of factoring a polynomial of degree $n$ over $\mathbb{Z}_{p}[x]$ in time polynomial in $n$ and $p$ [B70, S90].

Conclusion 2. From the above, if the canonical logarithmic signature is used in the realization of $M S T_{3}$ with Suzuki 2-groups, then the adversary can determine the coset $t_{0} \mathcal{Z}$ with the complexity equivalent to that of finding the roots of a trinomial over $\mathbb{F}_{q}$. In particular, when $\theta$ is the Frobenius automorphism the complexity of this attack is $\mathcal{O}(1)$.

### 4.4. Conclusions

We have studied the realization of $M S T_{3}$ using the Suzuki 2-groups. The main contributions of this paper are twofold. First, we have sharpened the bound on the security complexity of $M S T_{3}$. Our new bound provides a valuable estimate of the strength of $M S T_{3}$. Secondly, we have proved that the canonical logarithmic signatures are not suitable for use in this realization. From the proof we gain a good insight into the structure of $M S T_{3}$ with the underlying Suzuki 2-groups. Particularly, it becomes clear that the class of suitable logarithm signatures for this $M S T_{3}$ realization has to possess certain additional properties. Further, the results of the paper implicitly suggest a method of modifying the canonical logarithmic signatures to be fit into a secure implementation of $M S T_{3}$. We will present these methods in a future work.
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