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Abstract. K. Bibak et al. [arXiv:1503.01806v1 [math.NT], March 5 2015] proved that congruence $ax \equiv b \pmod{n}$ has a solution $x_0$ with $t = \gcd(x_0, n)$ if and only if $\gcd(a, nt) = \gcd(bt, nt)$ thereby generalizing the result for $t = 1$ proved by B. Alomair et al. [J. Math. Cryptol. 4 (2010), 121–148] and O. Grošek et al. [ibid. 7 (2013), 217–224]. We show that this generalized result for arbitrary $t$ follows from that for $t = 1$ proved in the later papers. Then we shall analyze this result from the point of view of a weaker condition that $\gcd(a, nt)$ only divides $\gcd(bt, nt)$. We prove that given integers $a, b, n \geq 1$ and $t \geq 1$, congruence $ax \equiv b \pmod{n}$ has a solution $x_0$ with $t$ dividing $\gcd(x_0, n)$ if and only if $\gcd(a, n/t)$ divides $\gcd(b/t, n/t)$.

Gauß revolutionized the number theory with the idea of the congruence in his D.A. He introduced congruence in the very first article of D.A., and the following basic result on the solvability of linear congruence

$$ax \equiv b \pmod{n} \tag{1}$$

which belongs to standard requisites of elementary number theory can be found in Arts. 29, 30 of D. A. (cf. [4]).

Lemma 1. If $a, b, n \in \mathbb{Z}$, and $\gcd(a, n) = d$, then the congruence $(1)$ is solvable if and only if $d|b$.
It is a bit surprising that Alomair et al. [1, Lemma 3.1] only recently noticed the result given in following Proposition 1 which, as it seems, has not appeared explicitly in the literature before, and which they used in a construction of a hash function. Nevertheless, forerunners of this result could be already found in various hidden forms earlier. One such result can be found in Lemma 2 which we shall use in what follows.

**Proposition 1.** Given \( a, b \in \mathbb{Z} \), \( a \neq 0 \), such that \( \gcd(a, n) = d \parallel b \), there exists a solution to congruence (1) which is coprime to \( n \) if and only if

\[
gcd\left(\frac{b}{d}, \frac{n}{d}\right) = 1,
\]

or equivalently, if and only if

\[
gcd(b, n) = \gcd(a, n).
\]

In [5] a short proof and a quantitative extension of Proposition 1 is given. In [7] its generalization based on an idempotent analysis of the semigroup of the residue class ring modulo \( n \) can be found. In [2, Theorem 3.1] the result of Proposition 1 was generalized to

**Proposition 2.** Let \( a, b, n \geq 1 \) and \( t \geq 1 \) be given integers. Then congruence (1) has a solution \( x_0 \) with \( \gcd(x_0, n) = t \) if and only if

\[
gcd\left(a, \frac{n}{t}\right) = \gcd\left(\frac{b}{t}, \frac{n}{t}\right).
\]

In this note we shall shortly analyze the validity of Proposition 2 under a weaker condition that

\[
gcd\left(a, \frac{n}{t}\right) \parallel \gcd\left(\frac{b}{t}, \frac{n}{t}\right)
\]

for some \( t \) dividing \( \gcd(b, n) \). Then we show that Proposition 2 actually follows from Proposition 1 thereby giving a shorter proof than the original one in [2].

The following elementary result (cf. [8, Lemma 2.1], [6, Lemma 2.1] or [7, Corollary 4]) will be used in what follows:

**Lemma 2.** If \( n, x \in \mathbb{Z} \) and \( t = \gcd(n, x) \), then there exists an integer \( a \) coprime to \( n \) such that

\[
x \equiv ta \pmod{n}.
\]

Notice that decomposition \( x = t\bar{x} + \bar{t} \) does not yield a representation given in previous Lemma 2 in general. Take for instance, \( n = 12 \) and \( x = 9 \).
Then \( \gcd(12, 9) = 3 \). Since \( \gcd \left( \frac{9}{3}, 12 \right) \neq 1 \), product 9 = 3 · 3 is not the representation of \( x = 9 \) in the spirit of Lemma [2]. From incongruent \( \mod 12 \) solutions 3, 7, 11 to congruence 3 \( \equiv a \) (mod 4) only 7, 11 are coprime to 12. Thus only representations 3 · 7 or 3 · 11 fulfill the statement of Lemma [2].

The next reformulation of the Gauß solvability condition given in Lemma [1] can be deduced in turn

**Lemma 3.** If \( a, b, n \in \mathbb{Z} \), then congruence (1) is solvable if and only if
\[
\gcd(a, n) \mid \gcd(b, n).
\]

The necessary condition of Proposition [2] can be modified in the spirit of the previous Lemma [3] as follows

**Proposition 3.** Let \( a, b, n \in \mathbb{Z} \). If congruence (1) has a solution \( x_0 \), then (3) holds with \( t = \gcd(x_0, n) \).

**Proof.** Suppose that \( x_0 \) is a solution to (1) and \( tx_1 \) with \( \gcd(x_1, n) = 1 \) is a representation of \( x_0 \) as it is given in Lemma [2]. Then \( t \mid b \) and \( x_1 \) solves the congruence
\[
ax_1 \equiv \frac{b}{t} \pmod{\frac{n}{t}}. \tag{4}
\]

Lemma [3] finishes the proof. \( \square \)

Notice that a solvability of (1) implies more than simple divisibility relation (3).

Indeed, if \( x_0 \) is a solution of (1) and \( x_0 = tx_1 \) is a representation of this \( x_0 \) in the spirit of Lemma [2] with \( \gcd(x_1, n) = 1 \), then \( x_1 \) solves (1) and (4) together with \( \gcd(x_1, n) = 1 \) imply that \( \gcd \left( \frac{b}{t}, \frac{n}{t} \right) \) divides \( a \), and consequently \( \gcd \left( \frac{b}{t}, \frac{n}{t} \right) \) also divides \( \gcd \left( a, \frac{n}{t} \right) \). This shows that even the reverse divisibility
\[
\gcd \left( \frac{b}{t}, \frac{n}{t} \right) \mid \gcd \left( a, \frac{n}{t} \right)
\]
to that of (3) is also true for \( t = \gcd(x_0, n) \) if (1) has a solution \( x_0 \). In other words, if (1) is solvable, then (2) holds with \( t = \gcd(x_0, n) \).

If (1) is solvable, then \( t = \gcd(x_0, n) \) divides \( b \) for every solution \( x_0 \) to (1). However the necessary condition \( t \mid \gcd(b, n) \) for possible candidates \( t \) with \( t = \gcd(x_0, n) \) is too generous. For instance, congruence 18\( x \equiv 12 \pmod{24} \) has no solution divisible by \( t = 4 \). The set of solutions to this congruence is \{2, 6, 10, 14, 18, 22\}, and neither of them is divisible by 4. Another example is congruence \( x \equiv 2 \pmod{4} \) not possessing solutions coprime to 4 which would correspond to divisor \( t = 1 \).

Now we show that relation (3) is also sufficient for the solvability of (1), however with a weaker binding between the \( t \)'s and solutions, as the next result shows:
Proposition 4. Let \( a, b, n \in \mathbb{Z} \). If (3) holds for \( a \mid \gcd(b, n) \), then congruence (1) has a solution \( x_0 \) with \( t \mid x_0 \).

Proof. Condition (3) implies that congruence

\[
ax \equiv b \pmod{\frac{m}{t}}
\]

is solvable.

If \( x_1 \) is one of its solutions, then \( x_1t \) solves the original congruence (1). \( \square \)

It can be also noted that a mere solvability of (1) provided (3) holds for an arbitrary \( t \) dividing \( \gcd(b, n) \) can be proved via Lemma 3 in several different ways. Here are two of them:

The first method. We prove that if for a \( t \) dividing \( \gcd(b, n) \) condition (3) is satisfied, then always \( \gcd(a, n) \mid \gcd(b, n) \). Suppose on the contrary that there is a prime \( p \) and a positive integer \( \alpha \) such that

\[
p^\alpha \mid \gcd(a, n), p^{\alpha + 1} \nmid \gcd(a, n) \quad \text{while} \quad p^\alpha \nmid b.
\]

Let \( a = p^\alpha a_1, n = p^\alpha n_1 \), where \( p \nmid a_1 \) or \( p \nmid n_1 \). Let \( b = p^\beta b_1 \), where \( p \nmid b_1, \beta \geq 0 \) and \( \alpha > \beta \). Then \( \gcd(b, n) = p^\beta \gcd(b_1, p^{\alpha - \beta} n_1) \) and (3) can be rewritten in the form

\[
\gcd\left(p^\alpha a_1, \frac{p^\alpha n_1}{t}\right) \mid \gcd\left(p^\beta b_1, \frac{p^\alpha n_1}{t}\right).
\]

If \( p \nmid t \), then \( p^\alpha \) divides the LHS of (3) but not its RHS. Thus \( t = p^\gamma t_1 \) with \( p \nmid t_1 \) and \( 0 < \gamma < \alpha \). Then

\[
\gcd\left(p^\alpha a_1, \frac{p^\alpha n_1}{p^\gamma t_1}\right) = p^{\alpha - \gamma} \gcd\left(p^\gamma a_1, \frac{n_1}{t_1}\right),
\]

and

\[
\gcd\left(p^\beta b_1, \frac{p^\alpha n_1}{t}\right) = p^{\beta - \gamma} \gcd\left(\frac{b_1}{t_1}, \frac{p^{\alpha - \beta} n_1}{t_1}\right).
\]

Since \( p \nmid b_1, p^{\beta - \gamma} \) is the highest power of \( p \) which divides the RHS of (3).

To finish the proof consider the following two cases:

\( p \nmid n_1 \): Then \( p^{\alpha - \gamma} \) is the highest power of \( p \) which divides the LHS of (3), and (3) implies \( a - \gamma \leq b - \gamma \), i.e., \( \alpha \leq \beta \), what is impossible.

\( p \mid n_1 \): In this case the highest power of \( p \) dividing the LHS of (3) is \( p^{\alpha - \gamma + \omega} \) for some positive integer \( \omega \). Then (3) implies \( \alpha - \gamma + \omega \leq \beta - \gamma \), or \( \alpha + \omega \leq \beta \), what is again impossible and the solvability condition \( \gcd(a, n) \mid \gcd(b, n) \) follows. \( \square \)
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The second method. The greatest common divisor possesses the following multiplicative property

\[
gcd(ah, bk) = \gcd(a, b) \gcd(h, k) \gcd \left( \frac{a}{\gcd(a, b)}, \frac{k}{\gcd(h, k)} \right) \gcd \left( \frac{b}{\gcd(a, b)}, \frac{h}{\gcd(h, k)} \right).
\] (5)

Consequently for every \( t \mid n \) we have

\[
gcd(a, n) = \gcd \left( a \cdot \frac{n}{t}, t \right) = \gcd \left( a, \frac{n}{t} \right) \cdot \gcd \left( a, \frac{\gcd(a, \frac{n}{t})}{\gcd(a, n)} \cdot t \right).
\] (6)

Since \( t \) also divides \( b \), then the first gcd on the RHS divides \( \gcd(b, n) \) due to (3) while the second one divides \( t \). Consequently the RHS of (6) divides their mutual product \( \gcd(b, n) \), that is \( \gcd(a, n) \mid \gcd(b, n) \). \( \square \)

There follows from the proofs above that parameter \( t \) divides \( \gcd(x_0, n) \), where \( x_0 \) is a solution to (1). This gives the following companion to Proposition 2.

**Theorem 1.** Let \( a, b, n \geq 1 \) and \( t \geq 1 \) be given integers. Then congruence (1) has a solution \( x_0 \) with \( t \mid \gcd(x_0, n) \) if and only if (3) holds with this \( t \).

We show now that Proposition 1 implies Proposition 2.

Congruence (1) is solvable and an \( x_0 \) with \( \gcd(x_0, n) = t \), \( x_0 = tx_1 \) with \( \gcd(x_1, \frac{n}{t}) = 1 \) is its solution, if and only if (1) has a solution \( x_1 \) coprime to its modulus \( \frac{n}{t} \). Proposition 1 shows that this can happen if and only if

\[
gcd \left( a, \frac{n}{t} \right) = \gcd \left( \frac{b}{t}, \frac{n}{t} \right)
\] as Proposition 2 claims.

All above results remain true verbatim without any change of arguments in an arbitrary commutative principal ideal domain. Typical example besides the ring of rational integers is the ring of Gaussian integers \( a + bi \) with \( a, b \in \mathbb{Z} \), or more generally, the rings of algebraic integers with the class number 1.

Finally, let us add that in the case of coprime solutions it is proved in [5] that the number of incongruent coprime solutions is given by the following rule:

If \( \gcd(a, n) = \gcd(b, n) = d \), then there are exactly \( \frac{\varphi(\delta)}{\delta} \varphi(\delta) \) incongruent solutions of (1) coprime to \( n \), where \( \delta \) is the largest divisor of \( d \) with \( \gcd(\delta, \frac{n}{d}) = 1 \), and \( \varphi(m) \) is the number of integers \( k, 1 \leq k \leq m \), coprime to \( m \).

On the other side, in [2] it is proved that the number of incongruent solutions \( x_0 \) modulo \( n \) to (1) with \( t = \gcd(x_0, n) \) is given by

\[
\frac{\varphi \left( \frac{n}{t} \gcd(\frac{n}{t}) \right)}{\varphi \left( \frac{n}{t} \gcd(\frac{n}{t}) \right)} = d \prod_{p \mid d \atop p \nmid \frac{n}{t}} \left( 1 - \frac{1}{p} \right).
\] (7)
This gives for the number of coprime incongruent solutions modulo \( n \) to (1) the formula
\[
\frac{\varphi(n)}{\varphi\left(\frac{n}{d}\right)}.
\] (8)

That the numbers for coprime solutions given by these two different formulae coincide, i.e., that
\[
\frac{d}{\delta} \varphi(\delta) = \frac{\varphi(n)}{\varphi\left(\frac{n}{d}\right)}
\]
can be shown as follows: The equality above reduces to
\[
\frac{d}{\delta} = \frac{\varphi(n)}{\varphi\left(\frac{n}{d}\right) \varphi(\delta)}.
\]
Here, \( \frac{n}{d} \) and \( \delta \) are coprime, and therefore
\[
\varphi\left(\frac{n}{d}\right) \varphi(\delta) = \varphi\left(\frac{n\delta}{d}\right).
\]
Since \( n \) and \( \frac{n\delta}{d} \) have the same prime divisors, the formula
\[
\varphi(m) = m \prod_{p|m} \left(1 - \frac{1}{p}\right)
\]
implies that
\[
\frac{\varphi(n)}{\varphi\left(\frac{n}{d}\right) \varphi(\delta)} = \frac{n}{n/d} = \frac{d}{\delta},
\]
as it is claimed.

Finally, notice that also the number of solutions \( x_0 \) to (1) given in [2] follows from the formula giving the number of coprime solutions.

Really, as we have mentioned above there is one to one correspondence between incongruent solutions \( x_0 \) modulo \( n \) to (1) with \( t = \gcd(x_0, n) \) and incongruent solutions \( x_1 \) modulo \( n/t \) to (4) satisfying condition \( \gcd\left(x_1, \frac{n}{t}\right) = 1 \). Relation (8) implies that the number of the later ones is
\[
\frac{\varphi\left(\frac{n}{t}\right)}{\varphi\left(\frac{n}{t \gcd\left(\frac{n}{t}, x_0\right)}\right)}
\]
which is just (7).
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